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Let us assume that you have conscientiously followed all of the advice tendered to this point. Among other things this means that you have:

1. selected a meaningful outcome variable,
2. developed a theoretically promising intervention,
3. formulated a hypothesis to reflect the relationship between the two, and
4. evaluated this hypothesis's meaningfulness.

The next step involves setting up your proposed study so that a definitive "true" or "false" judgment can be obtained for the hypothesis you have so thoughtfully constructed.

This process is called designing the study and it entails considering such questions as:

1. Should a control or comparison group be employed?
2. If so, how many should be employed and how should subjects be assigned to them?
3. What types of subjects should be used?
4. How many subjects should be employed?
5. How should these subjects be measured?

If the correct decisions are made when answering these questions, then the researcher has an excellent chance of arriving at a true determination of whether his or her hypothesis is correct. Unfortunately, one single inappropriate decision made at any of these steps is capable of rendering an entire study worthless, regardless of the meaningfulness of the hypothesis being tested. For this simple but obvious reason, it behooves you to design your study with exceeding care. This chapter is designed to facilitate this process and will begin with the most important advice of all:

Principle 17: When conducting an experiment, always employ a control (or comparison) group and always randomly assign subjects to both it and the intervention group.

There are 40 principles in this book and they all pale in significance to this one. The purpose of just about all socially meaningful scientific research is to demonstrate causal relationships between independent (in our case interventions) and dependent (outcome) variables. If we are members of one of the health professions, we need to know how to cure or prevent diseases, improve our patients' functional status, hasten their recovery, lessen their pain, or improve the quality of their lives. If we are educators, we need to know how to help children learn more and even what to teach them in order to increase their chances of enjoying self-fulfilling lives. If we are political scientists, we need to know how people make decisions and what influences these decision-making processes. If we are psychologists or sociologists, we need to know why people behave the way they do, how to increase certain types of behavior, and how to prevent others.
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2. The most consistently scientifically acceptable way of producing causal evidence is to randomly assign subjects to receive either a treatment or some alternative to it and then to measure the resultant effect on this manipulation.

Monitoring the Random Assignment Process

Given the preeminent importance of the random assignment process in the design of experiments, I offer the following advice for anyone seriously contemplating conducting one:

1. Never delegate the actual assignment process to anyone else (unless perhaps he or she is a research methodologist). I offer this advice because few nonresearchers are able to appreciate the importance of randomly assigning subjects to groups. I have no idea why this is so, except perhaps that there is something demeaning to some people about repeatedly flipping a coin, tossing a die, or writing down entries from a table of random numbers. Whatever the reason, I counsel against allowing someone who does not have a personal stake in the investigation to carry out this particular task. It is simply too important to trust to anyone else and it is definitely too important to delegate to, say, a busy clinician who has other responsibilities.

2. Regardless of who carries out the process, check it to make sure that it worked. Since random assignment does not guarantee the initial equivalence of intervention versus comparison groups, it is always a good idea to monitor the process whenever possible. In the next chapter I will suggest always employing additional variables (Principle 27) to increase the likelihood of supporting one's primary hypothesis. These same variables can also be used to either facilitate or check on the efficacy of the random assignment process. Thus, if gender is hypothesized to be related to the study's outcome variable, the researcher can use it as a blocking variable by simply randomly assigning males and females separately to intervention versus control groups. (This will ensure that males and females are represented in exact proportions across treatment groups.) If a covariate (i.e., a variable that will later be used for statistical control purposes, but which is not used in the random assignment process) is employed, the researcher can randomly assign subjects to intervention and comparison groups and then compare them with respect
to their mean covariate values. If they differ significantly, the random assignment process can be repeated. Should all of the subjects not be available at the start of the study (e.g., they must be randomly assigned as they are admitted to a particular clinical setting), then the ratio of subjects assigned to different values of either the covariates or the blocking variables can be altered throughout the experiment via one of the many adaptive allocation methods available for this purpose.

Correlational Studies

The vast majority of studies conducted in the social and behavioral fields do not manipulate their independent variables. I generally consider this a mistake, but as discussed in Chapter 1, there is no question that there are circumstances under which very meaningful research can be conducted employing correlational designs. Some of these have been alluded to earlier but deserve repeating:

1. **Nonmanipulable independent variables.** Some of society’s most important variables are basically nonmanipulable in nature, and I certainly do not suggest that such concerns not be the subject of empirical scrutiny. Prime examples might be the effects of tobacco and asbestos inhalation. Even if they were not patently unethical to randomly assign individuals to inhale or not inhale such substances, the resultant effects take so long to manifest themselves that experiments involving human subjects are intrinsically impractical. No one (outside of the respective industries that produce these products), however, would argue that the research programs, which have by now generated a completely plausible causal link between such inhalation and lung cancer, are not meaningful. Any program of research that has the potential of saving lives is by definition meaningful.

   I would still maintain that studies such as this are not good choices for beginning researchers, however, since they typically require large sample sizes and sophisticated statistical control techniques. (At the very least the beginning researcher should be aware of the intricacies involved in this genre of research before undertaking it.)

2. **Research designed to suggest a causal link between dependent/outcome variables.** As discussed above, the first and most important criterion for ensuring meaningfulness is the use of an appropriate outcome variable.

   Often, however, the most important individual and societal variables are also the most difficult to study directly—sometimes because they take so long to manifest themselves; sometimes because they are relatively insensitive to direct manipulation; and sometimes because they are very difficult or expensive to measure.

   As an example, the true purposes of schooling children are probably things such as increasing their productivity later on in life; making their lives more meaningful; and teaching them to shape their government to meet their individual, social, and possibly even evolutionary needs. It is very difficult to conduct research that uses children as subjects, however, but then waits until they are adults to collect such measures. What we must do in cases such as this is either accept an outcome variable based upon short-term objectives or demonstrate a correlational link between it and those long-term indicators in which we are truly interested. Such studies (which typically employ correlational designs) can be helpful if they are capable of identifying valid short-term outcome variables whose manipulation ultimately results in improvements in the human condition.

3. **Research designed to suggest efficacious interventions.** Another type of important preliminary work is research designed to identify or refine potential interventions for experimental research. Sometimes intervention studies are so expensive to undertake (in terms of either money or subjects’ time) that funding agencies, dissertation committees, or even institutional review boards may not be willing to support a study in which some preliminary empirical data is not presented supporting the intervention’s efficacy. In such cases it may be quite helpful to demonstrate a correlational link between one’s chosen outcome and some approximation of the naturally occurring variable that the researcher wishes to manipulate.

   Consider, for example, a study designed to test the effectiveness of self-efficacy training in allowing chronically overweight individuals to lose weight (and subsequently maintain that weight loss). Although the researcher proposing this study could cite Bandura’s self-efficacy theory as a rationale for his or her intervention, a funding agency might be reluctant to finance such an experiment with no empirical link between the self-efficacy construct and weight loss. If our hypothetical researcher could demonstrate a relationship between perceived self-efficacy to lose weight and either current body weight or past weight loss success, however, then this evidence could serve as a powerful rationale for the
planned experimental study, especially if as many extraneous variables as possible were statistically controlled.

There is no question, therefore, that extremely meaningful non-experimental research can be performed. There is also no question that such research, when properly performed, can lead to reasonably high-quality causal inferences. I remain an advocate of experimental research whenever it is feasible, however, since performing a correlational study often only postpones the inevitable. Even independent variables such as cigarette smoking eventually get subjected to experimental manipulation using animal models, and the resulting evidence is often seen as more conclusive (at least by some researchers) than even the largest and most carefully designed correlational studies.

I will not belabor this point further, however. I would suggest that the researcher who intends to conduct a credible correlational study plan to:

1. employ large numbers of subjects,
2. spend as much time as necessary in identifying as many potentially confounding variables as possible to use for statistical control purposes, and
3. read the text that follows anyway, since, although it is geared exclusively to experimental studies, it is still relevant to the types of statistical controls that will be needed to give such a design at least a chance of producing credible results.

Quasi-Experimental Studies

Some studies involve the introduction of an intervention but either do not employ control groups per se or do not randomly assign subjects to them, even if one is present. Such studies are still experiments in the sense that they involve a procedural manipulation of some sort, but the quality of the causal inferences they are able to produce is severely limited by the absence of random assignment (Principle 17).

There are, in fact, five basic models for conducting an experimental study, although each contains a multitude of variants and combinations. These are:

Generic Model #1—The single-group intervention model, in which, as illustrated in Figure 5.1, all subjects are:

- pretested on the outcome variable(s).
- administered the intervention, and
- posttested on the outcome variable(s).

![Figure 5.1. The Single-Group Intervention Model](image)

This design is so problematic that it was not even graced with the “quasi” prefix by Donald Campbell and Julian Stanley, the originators of the terms most often used to describe experimental designs. They aptly called it a “pre-experimental” design, and since it possesses no means for controlling any of the most virulent and commonly occurring experimental artifacts that conspire to invalidate our experiments, I would categorically advise against its use. It may, in fact, be better not to conduct research at all than to employ such a weak strategy because, as will be discussed later, subjects have a natural tendency to systematically change as a function of time.

Generic Model #2—The single-group time series model, in which (see Figure 5.2) all subjects are:

- measured repeatedly prior to the implementation of the intervention,
- administered the same intervention(s), and
- measured repeatedly thereafter.

![Figure 5.2. The Single-Group Time Series Model](image)
This design, while far from optimal, can produce reasonably high-quality causal inferences under certain conditions. Its logic revolves around the supposition that a statistically significant change will be observed following the intervention, after which the effect will begin to dissipate. If this occurs, and if no similar effect occurs at any of the other multiple measurement points, then it can be inferred that the intervention caused this change, as long as no other explanation can be advanced.

The weakness of the design, of course, resides in the fact that something other than the intervention could have caused this observed change. If the intervention is administered more than once, however, and if the same effect accrues each time it is introduced (see Figure 5.3), then considerably more confidence in the original inference is generated. (Such designs can, of course, be used only for interventions that are transitory and outcome variables that return to baseline values relatively quickly.)

Generic Model #3—The two (or more)-group model employing nonrandom assignment (see Figure 5.4), in which:

a. all subjects are either pretested or measured on one or more covariates,

b. one intact group of subjects (e.g., patients in Hospital X) is selected to receive the intervention while another group (patients in Hospital Y) is selected to serve as the control (subjects should never be allowed to select themselves into the intervention or control conditions), and

c. all subjects are administered the outcome measure as a posttest.

This design, along with its many variants, is the most commonly employed quasi-experimental design. Its main disadvantage lies in the fact that no one can ever be sure that the subjects that wind up in the nonrandomly assigned conditions (be they matched on some variable or simply happen to already be assigned to intact, preexisting groups) are equivalent to begin with.

The more care exercised in ensuring that these groups are initially equivalent, the more confidence can be had in one’s results. I would therefore suggest that anyone employing this genre of quasi-experimental design take the following steps:

1. Employ as many subjects as possible. Not only will this help to ensure statistical power (Principle 23), but it will facilitate the statistical control that is so essential to quasi-experimental designs. It will also allow the grouped data to be broken down into different strata (e.g., males versus females, more highly educated versus less highly educated subjects) to help ensure that any achieved results are not a function of having more of one type of subject in one group than the other.

2. Actively search for possible areas of nonequivalence prior to beginning the study. If different institutions, clinics, classrooms, hospital floors, or other types of intact groups are employed for the experimental groups, assume the presence of some sort of nonequivalence and attempt to document same. Do not simply compare the groups on sociodemographic variables such as age, sex, and education. Also attempt to locate differences in the way in which the subjects are treated as a function of membership in these intact groups. Interview subjects and the staff that deals with them and view institutional records when relevant. If something surfaces that potentially gives one group a better chance to change on the outcome variable than the other, find another source of
subjects that do not contain these built-in differences. Document all sources of differences and similarities prior to the beginning of the study.

3. *When possible employ multiple intact groups for each experimental treatment.* This, when coupled with Suggestion 2, will help to vitiate the possibility of initial nonequivalence among study subjects.

4. *When Suggestion 3 is not possible, employ more than one intact group as a control.* Should the group receiving the intervention exhibit greater change on the outcome than all of these groups, then more confidence can be had in the study's results.

5. *Collect as much information as possible so that you will have potential controlling variables for the data analysis stage.* (These can be anything that is related to the outcome variable or to the propensity to change on the outcome variable.) Baseline measures on the outcome variable should always be collected prior to implementing the treatment for this design, but so too should anything else conceivably associated with this outcome.

6. *Follow Principles 18 to 37 as conscientiously as possible.* Good quasi-experimental research is considerably more difficult to conduct than is research employing random assignment. It is still possible to generate reasonably high-quality inferences from such designs, however, if these principles are conscientiously implemented.

Generic Model #4—The two (or more)-group counterbalanced model in which all groups receive all of the experimental conditions (see Figure 5.5), where:

a. two or more groups of subjects are designated (preferably randomly) to receive the experimental treatments in different orders,

b. baseline (pretest) measures are obtained on all subjects in all groups,

c. each experimental treatment is administered to its designated group,

d. all subjects are measured again immediately following the experimental treatments,

e. after sufficient time has elapsed for the outcome measure to return to its original baseline value, all subjects are measured a third time,

f. the experimental treatments are again administered, although each group receives a different one than before, and

g. all subjects are measured immediately following this implementation of the experimental treatments.

This is the strongest of the quasi-experimental designs when two very tenuous conditions can be met:

a. there is no learning curve or practice effect for the outcome variable (in other words, administering this measure once will not affect subsequent measurements, as is the case for parameters such as blood pressure and body weight but is not the case for most affective and cognitive measures), and

b. the potential effects of the intervention(s) are quite transitory and possess no carryover effects (which is the case for certain types of medication but is not the case for most social and behavior interventions).

Given the nature of these two assumptions, this particular design is not a good choice for most experiments conducted in the social and behavioral arenas. When they can be met, however, crossover designs can prove a powerful and efficient way of conducting research when the
random assignment of subjects to treatments is not possible. (Optimal
crossover designs still employ the random assignment of subjects to see
who gets which treatment first.)

Generic Model #5—The two (or more)-group model employing random
assignment, in which:

a. all subjects are either pretested or measured on a covariate,
b. subjects are randomly assigned to receive either the intervention(s)
or the control(s) conditions, and
c. all subjects are measured on the outcome variable.

![Diagram of two-group model](image)

Figure 5.6. Two-Group Model Employing Random Assignment

Campbell and Stanley called studies that employed this model (and
its many variations, all of which involved the random assignment of
subjects to different experimental groups) “true” experiments. True
experimental designs such as this are the gold standard of experimental
research and should be employed by anyone seriously interested in per-
forming serious experimental science, unless practical considerations
absolutely prohibit their use.

Recommendations

There are many, many variants for each of these models. A time series
design, for example, often employs two groups, in which case it be-
comes a combination of Model #3, #4, or #5 (see Figures 5.4, 5.5, and 5.6).
Similarly, the simple randomly assigned model depicted above can
employ multiple groups that receive each treatment, in which case it
becomes a factorial design, such as depicted in Figure 5.7.

Generally speaking, however, these five generic data collection models
constitute the choices that social, behavioral, and health scientists have
to work with in the design of their experiments. Even though every exper-
iment has unique elements, it is possible to make some general recom-
endations regarding the preferability of these various designs:

1. When feasible (and, as will be discussed below, it usually is)
always opt for designs that employ the random assignment of subjects to
intervention and control groups. When their assumptions can be clearly
met (and these should be tested via pilot studies), crossover designs in
which subjects are randomly assigned to treatment order are reasonable
alternatives.

2. When random assignment of subjects is not possible, utilize a quasi-
experimental design (Model #4) in which intact groups are employed
as the intervention and control treatments. Adopt this strategy as a last
resort, however, and pay especially close attention to the guidelines
listed above. Also adhere to the principles that follow in this and the next
chapter very closely. They all apply to this genre of experimental design
and, if anything, are even more crucial in the absence of random assign-
ment. Above all, be extremely cautious, for quasi-experimental research
is one of the most difficult types of research to do well. (Also, be aware of the fact that about the best that researchers employing such designs can hope for is that their results will be taken seriously enough to induce someone to conduct a true experiment later on that does employ the random assignment of subjects, which leads to the question: Why not conduct the definitive study to begin with?)

3. There are occasions when time series models (of which there are probably more variations than any other type of design) are reasonable alternatives, but these are quite rare. They are most helpful for single-subject studies and for retrospective studies (neither of which is considered in this book). I would therefore recommend that these designs not be employed by beginning researchers without direct access to an experienced collaborator, and even here I would suggest that in most cases stronger options exist.

4. There are really very few, if any, occasions when pre-experimental designs (e.g., Model #1) are reasonable alternatives. I therefore do not recommend their use for experimental research and suggest that any researcher who cannot opt for a quasi- or true experimental alternative consider conducting nonexperimental (e.g., correlational) research instead.

On the Feasibility of Random Assignment

One of the main reasons given for not employing random assignment of subjects to groups is its unfeasibility in practice settings (or in the "real world"). I would suggest that 9 times out of 10 this is a cop-out. It is true that a certain amount of intuitive resistance to random assignment exists among the nonresearch community, especially among people who have chosen one of the helping professions as their life work. There is something cold and uncaring about choosing who will and will not receive a potentially helpful treatment on no other basis than a coin flip or a roll of the dice. It is also often quite uncomfortable for a clinician to contemplate this randomization procedure, both from the impersonal perspectives of allowing chance to determine clients' access to a potentially beneficial treatment and to the admission that he or she doesn't really have all the answers regarding the optimal treatments available.

There is also something inherently unappealing about the concept for administrators. What if some clients or their families complain about the group assignment, for example? What if the process is disruptive to normal operating procedures? Why go to all of this trouble when "anyone can see" that Clinic X is the same as Clinic Y, hence that the clients in one can serve as the intervention group and the clients in the other as the control?

Suffice it to say that the manifold beauties of random assignment are not obvious to nonresearchers. This means that it is the researcher's job to convey the preeminent importance of this procedure. Some tasks that I have found helpful in these regards are:

1. Logic. Explain that the purpose of the study is to find out if the intervention does indeed work. If it does not, comparison subjects miss nothing by not being exposed to it. If a comparison group is not used, moreover, the effectiveness (or lack thereof) of the intervention may never be determined.

2. Giving everyone a chance to receive the intervention by delaying its implementation. Depending upon the setting, both treatment professionals and their administrators seem to have considerable trouble with the concept of giving half of their clients the benefit of a potentially beneficial (or simply interesting) treatment while denying the other half the same opportunity. When this concern is pervasive, the researcher can always propose a design in which subjects will be randomly assigned to receive either the intervention or the control for the necessary time interval, after which the control subjects will be offered the opportunity to benefit from the treatment.

The disadvantage of this procedure resides in the fact that it takes the researcher twice as long and requires twice the work. It does remove most of the inherent objections to random assignment, however, and it also provides a second, nonexperimental replication of the original effect (i.e., the control group's progress from the end of the first experiment to the end of their delayed intervention can be visualized as a one-group pretest-posttest design and analyzed accordingly).

3. Design the study procedures so that the random assignment of subjects is minimally disruptive. Administrators and staff can be quite helpful here, once they truly understand the concepts involved; but the researcher should at least do the groundwork by suggesting procedures that will require a minimum of adjustment by both staff and potential subjects. Often some disruption is necessary, such as physically reassigning subjects to different locations during the course of the study or
reassigning intact groups, but such changes are usually possible and are often perceived by subjects as a welcome change of routine.

4. **Purposefully choosing too large a setting or subject pool.** If a researcher (or administrator) cannot physically (or fiscally) administer an intervention to everyone eligible to receive it, then pressure is considerably reduced to try to service everyone. What more equitable and democratic way of choosing who will and will not receive the intervention than by giving everyone an equal (or random) chance?

5. **Making the control group more attractive.** One of the most pervasive objections to a randomly assigned control group involves those situations in which subjects receive no treatment at all. When the comparison group can receive “treatment as usual,” such as normal classroom instruction in a school or the standard medical protocol in a hospital, then many ethical and political objections tend to dissipate. (Although a bit Machiavelian, reminding an administrator of how good his or her program already is doesn’t hurt here, either.) When this is not possible (or not enough), jazzing up the control group to receive interesting but irrelevant activities (or a treatment that has some face validity, but is known not to influence the outcome variable) can accomplish the same objective.

**What Random Assignment Does and Does Not Do**

As important as the random assignment of subjects to groups is in protecting the ultimate inferential validity of a study, it really accomplishes only one relatively simple function. **Random assignment helps to ensure that the subjects within each group are comparable to each other prior to the introduction of the intervention.** This is an extremely important function, however, because it avoids an entire class of extraneous factors that are capable of masquerading as an intervention effect.

Unfortunately, the random assignment of subjects to groups does not guard against all types of experimental artifacts. In an educational study, for example, it would do no good at all to randomly assign subjects to groups if experimental conduction were taught by an excellent teacher and control condition were taught by a poor one. For this reason the random assignment process must be supplemented by two other steps. The first of these constitutes our 18th principle:

---

**Principle 18:** In addition to randomly assigning subjects to groups, always avoid confounding any other variables with the experimental treatments.

The underlying logic of the design component of any experimental study is to set up the intervention(s) versus control(s) comparison(s) in such a way that the two groups differ only with respect to the intervention(s) involved. Every design decision should be chosen consonant with this underlying logical premise, because as soon as some other procedural difference is introduced, the contrast that justified the study in the first place is weakened.

In experimental research the term **confounding** is used to describe this type of situation in which some procedural move results in something other than the experimental intervention being done to one group and not the other(s). The random assignment of subjects to groups can be visualized as a strategy specifically implemented to avoid one type of confound—namely the assignment of nonequivalent subjects to groups. Unfortunately, there are many other types of confounds that can influence subjects’ ultimate scores on the outcome variable. These artifacts are especially problematic if they are allowed to operate differentially with respect to the experimental groups, because they thereby masquerade as treatment effects (or conspire to mask them). If anything, this is even more problematic in quasi-experimental designs employing intact groups, since the settings associated with these groups often have decided confounds built into them.

It is therefore essential that, once the basic procedural blueprint for the study has been drafted, you take the time to examine each element employed therein for the presence of a possible confound. Thus, for example, if the experimental interventions must be administered to individuals by different experimenters, it could be quite problematic to the study’s ultimate validity to confound potential experimenter differences with the treatment groups by having some experimenters work only with the subjects in the intervention group and others work only with those in the control group. Similarly, one would not want subjects in one group to be run in the morning and those in the other groups in the afternoon. One would also not want subjects in one group to be influenced by the experimenter’s expectations that the intervention was
efficacious (or by his or her negative opinions, based upon knowledge of which subjects were in the control group). In short, nothing should vary between experimental groups except the experimental treatments themselves, and this includes both procedural moves (e.g., one would not administer an extra test, such as a pretest, to one group and not the other) and affective factors (e.g., one would not want to implant any sort of differential expectations or motivations among the groups involved).

The best way to avoid all types of procedural confounds is therefore via a microscopic examination of every element in the study’s design, with the objective of discovering any nonexperimental between-group differences in the way subjects are treated. The best way to avoid the types of affective confounds that occur during the course of the study (as well as procedural ones that may be unconsciously implemented by the experimenters) is to employ every ethical means possible to mask group membership from both the subjects and the experimenter(s) themselves. (In medical research this is the primary function of the double-blind, placebo design.) When this is not feasible, serious attempts should be made both to make the differences between the groups as unobtrusive as possible and to equate subjects’ between-group commitments/expectations. To accomplish these goals it is often necessary—within the confines of common sense and ethical guidelines—to mask the true intentions of the study from the participants, which in turn sometimes necessitates requiring the control group to perform basically irrelevant tasks to disguise its identity and purpose.

It is probably not possible to design a study involving human subjects in such a way that absolutely no irrelevant nontreatment group differences exist. Thus most researchers wouldn’t worry that much if two experimental conditions had to be run in two separate rooms—if the environments of these rooms were generally equivalent. (A careful researcher would still investigate the situation, however, making sure that, say, workmen weren’t in the process of tearing down a wall adjacent to one and not the other, or that one had a severe heating problem of some sort.)

Suffice it to say that experimental confounds are capable of fatally flawing otherwise well-designed studies if they are not recognized and corrected at the design stage. I would argue, in fact, that one of the primary distinctions between good and bad researchers is therefore the ability:

- to identify what the experimental confounds in a study are,
- to recognize which are most threatening to a particular study’s validity, and
- to compensate for them in some way.

Accomplishing these tasks basically entails sitting down and thinking very carefully about the study and how it will actually be carried out. One profitable way of doing this is to run through every procedural element of the study mentally, as though it were actually being carried out. (Later I will suggest that a research schedule/diary be constructed for implementation of the design, so it might be a good idea to use this tool to identify confounds as well.) Thus, beginning with the assignment of subjects to groups and ending with the collection of the last piece of data from the subjects so assigned, the researcher should attempt to visualize the process as it will actually occur in the experimental setting, with an eye toward identifying things and procedures that will be performed for one treatment group but not the other. Each identified procedure should be written down, because the list will be surprisingly long (e.g., slightly different instructions may be necessitated for one group than the other).

Once recognized and listed, the potential effect of each experimental confound should be carefully considered, with respect to its possible role in producing both false positive and false negative results. Two criteria should be used: common sense and how likely the confounding variable is to be related to the outcome variable, as determined by its empirical literature.

Both criteria involve an unavoidable degree of subjectivity, hence the best approach is to design the confound out of the study. When this is not feasible, a formal argument should be prepared that is designed to convince one’s worst professional enemy/critic that the confounding variable is not strongly enough related to the outcome variable to constitute a serious alternative explanation for whatever results may eventually accrue.

When a confound is unavoidable, the researcher should, at the very least, make every effort to ameliorate its potential effect. In some cases this can be accomplished procedurally. In others, Principles 19, 20, and 21 probably offer the next best solutions:

**Principle 19:** Randomly assign as many of a study’s procedural components as possible.
Deciding which subjects will receive which experimental treatments is not the only profitable use of random assignment. Sometimes, for example, subjects must be run in small groups within each of the experimental treatments. Sometimes these smaller groups must in turn be administered by different experimenters. Alternatively, some designs call for the same subjects to receive more than one treatment, and some types of observational measurements require a sampling procedure because it is impossible to record all of the behaviors that may occur during the experimental interval.

All of these design components have one thing in common: They require a selection decision of some sort, which in turn entails the possibility of systematic bias sneaking into the process. While this is often not as serious as the biased assignment of subjects to treatment groups, there is always cause for concern any time the possibility of a systematic selection artifact is allowed to enter the experimental protocol.

Thus, if multiple experimenters are to be used in a study, it is always wiser to randomly assign subjects to experimenters than it is to allow either party to select the other on a nonrandom basis. If subjects must be grouped together within an experimental condition, then it is better to randomly assign them to these subgroups than to permit them to select who they want to interact with. If observational units must be selected, then the selection process should be done on a random basis of some sort. It is most important that the researcher should never allow himself or herself to make arbitrary selection decisions. (In other words, when in doubt—randomize.)

Principle 20: In addition to randomly assigning procedural elements within the design, always counterbalance these components with respect to the treatments.

As important as Principle 19 is, it is not always sufficient to avoid the untoward effects of an experimental confound. In the absence of some compelling logical reason, every possible source of systematic variance that is not part of the experimental manipulation should be procedurally spread across treatment groups to the maximum degree possible.

Thus, for example, if two experimenters were employed, one should not administer only the experimental treatment while the other runs only control subjects. Both should administer both experimental and control treatments unless there is some compelling methodological reason why this is not feasible (such as when treatment contamination under such conditions is completely unavoidable). Should the latter be the case, then at a minimum both experimenters should be as blind as possible to the study purpose and have no stake in the study outcome.

Similarly, in a crossover design where each subject is to receive each of two experimental treatments, one would never allow, say, everyone in the study to receive Treatment A first followed by Treatment B. This would completely confound order (and any possible carryover effects) with the treatment comparison and almost surely be fatal to the study’s credibility. (It would also do no good to randomly decide which treatment all of the subjects should be exposed to first since order/carryover effects would still be confounded.) Instead, the researcher should randomly select half of the sample to receive Treatment A first, followed by Treatment B. The other half would be assigned by default to receive Treatment B first, followed by Treatment A.

This strategy (as well as the scenario in which multiple experimenters run all treatment groups) is an example of the concept of counterbalancing. Its primary purpose is to avoid confounding the source of systematic variation the researcher is interested in studying (i.e., the difference between treatments) with any other source of extraneous variation.

All things being equal, the counterbalancing advice in Principle 20 is more important than the random assignment component of Principle 19. Suppose, for example, that an innovative way of delivering group therapy were being compared with a more traditional modality. Such a contrast would be completely invalidated if one therapist was allowed to administer all of the experimental sessions and another therapist was assigned to all of the traditional ones. No one could ever be sure that the results would not be due to therapist differences rather than to the type of therapy administered. The fact that patients may have been randomly assigned to the two groups would be irrelevant; whether positive or negative results were obtained would also be irrelevant. (For example, a superiority on the part of the experimental condition could be due to the possibility that the therapist assigned to it was superior; no significant differences between the two conditions could mean that the therapist assigned to the traditional modality was so superior that he or she compensated for a potentially inferior treatment.) Furthermore, even randomly assigning one of the therapists to the experimental condition and the other to the comparison group would also be irrelevant, because
a significant difference between the two therapists would by necessity produce one of the false positive/false negative scenarios just posited. It is hoped that this discussion has made the following points:

As powerful and elegant as random assignment of subjects to treatments is, it is completely impotent in the face of confounding variables. Confounding variables, on the other hand, can usually be perfectly controlled by counterbalancing them with respect to the treatment groups employed.

When counterbalancing is itself either impossible or contraindicated, there is fortunately one final design strategy left to deal with the potentially deleterious effects of experimental confounds:

\[ \text{\textbf{\textit{Principle 21: When counterbalancing is not feasible, employ a nesting design of some sort.}}} \]

\[ \text{\textbf{\textit{\textbullet}}} \]

As an illustration, suppose that a behavioral scientist was interested in implementing an intricate token reinforcement system in order to reduce disruptive behaviors among socially and emotionally disturbed adolescents. Suppose further that he or she gained access to a special school serving such children, that it was possible to randomly assign students to treatments, but that it was not physically possible to have each teacher teach students, employing both treatments. The study could probably still be performed adequately under certain conditions.

If, for example, only two teachers were to be employed, it might still be possible to work out some sort of counterbalancing scheme, since there are many different forms thereof. One possibility would be to randomly assign this one teacher to teach the experimental group for half of the experimental interval and then to switch over and teach the control condition during the second half (obviously, the second teacher would do the opposite). Here the potential teacher difference variable is not confounded with the treatments. Teacher effects are confounded with order, but this is something that most researchers could live with as long as steps were taken to avoid experimental contamination (e.g., it would be important to ensure that the teacher who used the innovative reinforcement system first did not carry over any of its components when he or she switched classes).
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If there is simply not enough flexibility to allow for any form of counterbalancing, the study could still be run if multiple teachers could be employed. If, for example, 20 teachers could be employed in the study, 10 could be randomly assigned to employ the reinforcement intervention, with the other 10 teaching without it. In this scenario, teacher differences would still be confounded with the treatments, but it is so unlikely that all the good ones would be assigned by chance to one and only one of the treatments that the research community would undoubtedly accept the results if the rest of study were well designed.

This particular strategy is called nesting, since one of the design components is "nested" or confounded within another. When the nested components can be randomly assigned, and when they are relatively numerous, this particular design is considered quite sound. Another advantage inherent in this design is that the nested variable's relationship with the outcome variable can be both estimated and partialled out from the experimental effect during data analysis.

There are as many forms of nesting as there are of counterbalancing; hence it is impossible to say that one design genre is categorically superior to the other without considering the specific research situation involved. It is safe to say that under the proper conditions, both nesting and counterbalancing procedures can be viable research options. Both should therefore be considered and contrasted when treatment confounds cannot be eliminated from a design via simple random assignment. Generalized, this piece of advice logically produces Principle 22:

\[ \text{\textbf{\textit{\textbullet}}} \]

\[ \text{\textbf{\textit{Principle 22: Regardless of the design chosen, consider all the possible alternative explanations for all the possible results that may accrue from it prior to conducting the study.}}} \]

\[ \text{\textbf{\textit{\textbullet}}} \]

In experimental research, this task is facilitated by the fact that there are only two possible erroneous outcomes: false positive and false negative results. (Actually, the obtained results could misrepresent the size of a true positive effect due to imprecision in the study design, but this genre of error is seldom considered that pernicious.) Since these two types of error are equally injurious, I will list a series of questions surrounding a number of different genres of experimental artifacts that
need to be answered in order to avoid both false positive and false negative results in experimental studies.

Not all of these artifacts are relevant to all types of experimental studies. Furthermore, the random assignment of subjects, the use of truly meaningful outcome variables, and the application of a bit of common sense in the design process are usually enough to avoid most of them. Any researcher who opts to employ a quasi-experimental design, however, should be especially vigilant against these artifacts.

Regardless of the design employed, however, I still think it is a good idea to formally address each of the following eight questions when designing an experiment. If nothing else, this process should help persuade the still unconvinced of the advantages of randomly assigning subjects to both an intervention and a comparison group. Without further ado, then, the eight artifacts and their companion questions are:

Artifact 1: Experimental Confounds. Can anything be identified that is perfectly confounded with the experimental treatments?

Although this has just been discussed in some detail, it is difficult to overemphasize the importance of identifying and eliminating experimental confounds from the research enterprise. The identification, elimination, or debilitation of experimental confounds is so important that this step should always be the first consideration in choosing and refining a study’s design. The use of an intact group by definition introduces one type of confound (i.e., any difference, known or unknown, that exists between the groups, their settings, their histories, their members, or the way in which their members were selected into them).

Artifact 2: Selection. Could the subjects in one of the experimental groups possess a greater inborn propensity to change on the outcome variable than the other?

The avoidance of this artifact, also called selection, is the crowning achievement of random assignment. In my opinion it is the most common and the most serious of all the possible alternative explanations for research results. When operative, it leads to false positive results when the initial disparity favors the intervention, and false negative results when the opposite occurs.

This particular artifact is especially troublesome because it is difficult to test directly. Even the random assignment of subjects does not provide an absolute guarantee against its occurrence since anything can happen as a function of chance. Random assignment does make differ-

Artifact 3: History. Can the results be influenced by external events, other than the intervention, that occur during the course of the study?

This type of artifact, sometimes called history, can be especially troublesome in loosely controlled research involving nonrandomly assigned intact groups. Suppose, for example, that a gerontologist wanted to study the effects of introducing pets into the nursing home environment upon the self-reported quality of life of elderly patients.

The easiest way to do this study might be to gain permission from the director of one home to bring in pets during a certain period of the day and then compare the resultant effects with residents living in a second home that did not offer this service. Such a strategy tempts fate in the sense that it is always possible that something will happen in one of the nursing homes (e.g., the introduction of a different service or an especially demoralizing death) that does not occur in the other. Should this happen, it can produce either false positive or false negative results, depending upon the location of the artifact. Perhaps an equally pernicious factor is that one can never be completely sure that no such invalidating artifacts do occur when employing weak designs, hence the stricture against them.

As with differential selection, history should be guarded against, even under optimal experimental conditions. By far and away the best way to prevent the occurrence of an extraneous event during the course of a study is (a) to keep the experimental interval as short as is conducive with study objectives (the longer the study, the more time there is for something to go wrong) and (b) to stay very close to the experimental setting in order to very carefully monitor what goes on.

The presence of a research diary can also prove quite helpful in documenting the potential existence of this artifact. Regardless of how good a researcher’s memory is, it is always a good idea to record exactly what happens and when it occurs during the course of a study. (To be maximally useful, these should be made and dated each day.) Furthermore, everything that occurs should be recorded, regardless of whether it seems relevant at the time or whether the researcher is sure that it will be remembered. If nothing else, it is often helpful when writing the final
research report to be able to say exactly when something occurred or when something was done within the experimental interval.

Artifact 4: Maturation. Would the subjects employed be expected to change during the course of the study as a function of time alone?

This is probably more often the case than not. Children mature, patients get better or worse (depending upon the disease state involved), students learn as a function of their everyday curriculum, and the elderly become more frail. In the presence of random assignment, this artifact is problematic only in the sense that the intervention must be strong enough (or the outcome measures used to assess it must be sensitive enough) to register an effect over and above this natural tendency for change.

In many ways, the maturation concept is similar to the differential selection artifact. Unlike selection, however, "maturing" or "naturally changing" subjects are not something that should be necessarily avoided because it is often this very tendency that the researcher wishes to speed up (e.g., learning in the schooling paradigm) or slow down (e.g., the debilitating effects of a chronic disease). The existence of this phenomenon is extremely problematic, however, in something like a one-group, pretest/posttest design because the subjects would be expected to change as a function of time alone. Maturation as a potential alternative explanation is, in fact, the primary reason why this design is held in such poor regard within the research community and why, in my opinion, it should not even be considered by anyone wishing to conduct meaningful empirical research.

Artifact 5: Regression Toward the Mean. Were the subjects chosen because they exhibited more extreme scores on the outcome variable, or because they exhibited a greater need for the experimental intervention?

A positive answer to this question is also quite likely, since it is not at all usual to select subjects because they exhibited either high or low scores on an outcome variable. Medical research, for example, usually involves subjects with physiological symptoms that need reduction. It is also not uncommon in many other types of research to exclude subjects who do not need an intervention or who score near the ceiling of the proposed outcome variable. (This will even be suggested in the next chapter as a means of increasing a study's statistical power.)

While often a recommended strategy, employing only subjects who exhibit extreme scores on the outcome variable does produce a purely statistical artifact called regression toward the mean. Unlike the other artifacts discussed above, this one is somewhat outside the realm of common sense, and many of its implications are poorly understood, even among experienced researchers.

It operates as follows: Every variable, by definition of the term, possesses a distribution within the general population, whereby some people possess high scores and some people possess low scores. This is true whether we are talking about standardized test scores, personality factors, intelligence, height, weight, blood pressure, or white cell counts. For those measures possessing the possibility of any substantive degree of change across time, either as a function of measurement error or as a function of true change due to external forces, a second administration of the test used will result in an interesting phenomenon. Those scores near the top of the distribution the first time around will be slightly lower on the second testing, while the opposite is true for those near the bottom of the distribution.

Although a somewhat difficult concept to grasp, regression toward the mean as an alternative explanation for research results can be very simply avoided by randomly assigning subjects to treatments. When this is done, extreme groups can be profitably employed, because the effect can be assumed to operate equally for all treatments involved. Things aren't quite this simple, however, when a nonrandomly assigned comparison group is employed, since it is always possible that either more or fewer of its subjects may have artifically exhibited extreme scores at the beginning of the experiment. On the other hand, when a single group design is used with such subjects, this natural tendency to change across time is especially problematic since it can either be mistaken for an intervention effect (i.e., a false positive result) or mask a true one (i.e., produce a false negative result).

Artifact 6: Differential Experimental Mortality. Are subjects in, say, the intervention group more likely to drop out of the study than those in the control group?

The answer to this question carries with it a number of implications. On the simplest level, if substantive attrition is perceived to be likely, it is important to attempt to ascertain whether enough subjects will be left to achieve statistical significance (see Principle 28). For that reason, the general problem of retaining as many subjects as possible in the study will be discussed in the next chapter.

What we are discussing here, however, is the much more problematic scenario, in which more subjects are lost in one treatment than in the
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possible. Such a comparison, even if it proves negative, can never definitively "prove" that the accruing results would have been valid if attrition had not occurred, but it may provide some support for such a contention. (It can also sometimes be helpful to contact dropouts and simply ask them why they did not complete the study.)

Artifact 7: Obtrusive Research Procedures. Will the experimental setting be obtrusive enough to encourage subjects to behave atypically?

This is often a difficult question to answer, partly because there are so many factors that potentially affect the individual's response to an experiment. Undoubtedly the most famous example of atypical experimental behavior came from industrial research conducted in Hawthorne, New York (hence the Hawthorne effect), in which the researchers concluded that the subjects' knowledge that they were being studied (or at least the attention being paid to them) "caused" them to increase their productivity. Obviously, such a phenomenon, if general, would have serious research implications, since individuals who received an intervention often have more contact with research personnel and receive more attention therewith than do members of control conditions.

There are many other well-known examples, such as the placebo effect in medicine, whereby the very fact that subjects think they will be helped by a treatment seems to "cause" them to change on a number of outcome variables. Closely related are demand characteristics (i.e., something in the experimental design that encourages the subject to interpret the study purpose and behave accordingly) and related concepts such as the "good subject" phenomenon (whereby subjects attempt to behave the way they think researchers want them to behave).

There is very little consensus surrounding the extent to which any of these artifacts actually operate to invalidate day-to-day research findings. The Hawthorne effect, for example, seems to be pretty much discredited today, based upon (a) statistical reanalyses of the original data that question whether it ever occurred, and (b) the fact that studies possessing an extra control group designed to document the effect's existence usually fail to do so. Similar controversy and contradictory evidence surrounds the placebo effect, subjects' expectancies, and experimental expectancies as well.

This inconclusiveness is not atypical in methodological research in general and it is not likely to be resolved anytime soon. I would therefore counsel researchers as follows:

other. It can be argued that attrition of subjects during a study is usually little more than a nuisance if it is not differential, simply because it can be compensated for by planning the initial sample size to compensate for the subsequent loss of power. From a generalizability viewpoint, it also can be argued that any positive result accruing implies that the intervention is at least capable of working for the types of subjects who have the perseverance to see the experience through. A differential subject loss, on the other hand, casts grave doubt on the validity of either a positive or a negative outcome, simply because it is always possible (and probably usually likely) that the subjects who were lost from the study would have scored differently on the final administration of the outcome variable than would subjects who were actually measured.

When differential subject loss (which is sometimes called differential experimental mortality) does occur, it is usually assumed to operate in favor of the intervention. This is because the intervention usually requires more of subjects than of simple controls, hence encouraging more of the less conscientious (or busy) subjects to drop out of the former than the latter. When this occurs a very serious, potentially fatal alternative explanation exists for whatever the final results happen to be, so it behooves the researcher to try to limit both differential and nondifferential experimental mortality as much as possible. (It should be noted, however, that differential mortality can favor the control condition, as when the more motivated individuals assigned thereto see that they are not being "helped" and thus seek better treatment elsewhere.)

Differential experimental mortality is probably best avoided by making the experimental treatments as comparable as possible, with respect to (a) the effort required of their subjects and (b) their intrinsic interest. This may, in turn, involve such strategies as jazzy up a control group so that its members do not perceive it to be a completely meaningless activity or even requiring more of them than is really necessary if the intervention is relatively undemanding. (Basically, I would recommend neither of these latter strategies unless pilot work indicated that general experimental mortality was going to be a problem with the types of subjects employed and there appeared to be no way to avoid same.)

Since it is often not possible to know how successful steps such as these are until the study is over, it is wise to design an evaluation of the extent to which differential mortality does or does not occur. This entails collecting relevant information early in the study, so that people who drop out and people who remain can be compared as much as
a. Specifically design experimental interventions and experimental procedures to be as unobtrusive as possible. Once this is done, do not be overly concerned about subjects’ changing their behavior as a sole function of their interpretation of the experimental purposes. I personally have never found subjects to be that cooperative.

b. In relation to the above, make sure that the various treatments employed are not differentially obtrusive. One of my more notable experimental failures involved an attempt to assess the effects of increasing teacher knowledge upon student achievement. I randomly assigned teachers (actually undergraduate education majors) to either receive instruction in the topic they were to teach or not receive such instruction. The resulting effect on their pupils’ subsequent learning was so large that I became suspicious and formally surveyed both groups as to their motivations regarding the study. What I found was that the experimental teachers reported taking the experience quite seriously, while the noninstructed teachers considered the whole thing to be just another “ridiculous” experiment. Some of the latter even reported not teaching the experimental topic when no one was around to observe them.

c. Volunteer as little information as possible about a study’s expected outcomes. The solicitation of informed consent usually does not require that a study’s hypotheses and experimental design be explained in any detail, only that the subjects be told what may be required of them and what the potential personal effects/implications of these requirements are. This means that it is perfectly permissible to “blind” both the subject and the experimenter with respect to group assignment.

d. Be very aware of the many roles that your personal bias can play in the design, conduct, analysis, and interpretation of experimental research. Standardize all experimental procedures (e.g., when possible, use prewritten scripts) as much as possible to reduce this potentially debilitating factor. Also, standardize all interactions with subjects to the maximum degree possible. For data that require some sort of scoring decisions, always blind the scorer with respect to group membership.

e. When there is doubt about experimental obtrusiveness and/or bias, anonymously survey the participating parties after the study is over. A number of investigators have used this strategy to demonstrate that even subjects in studies employing placebos can often guess the treatment to which they have been assigned. My above-mentioned experiences in this regard have led me to suggest that subjects always be surveyed following an experiment, to ascertain the degree to which any suspected artifacts may have been operating.

Artifact 8: Reactive Outcome Measures. Is the outcome variable, or the manner in which it is administered, sufficiently obtrusive to make subjects behave atypically?

Sometimes the most obtrusive, reactive, and obvious part of a study is its outcome variable. Such problems are confounded by an interesting phenomenon endemic to most paper-and-pencil and performance type measures: Everything else being equal, people usually score higher (or more appropriately) on a test the second time they take it, even when no formal intervention occurs between the first and the second administrations. This is often true of both cognitive and affective measures. It probably occurs because people remember errors they made the first time around and/or are more experienced with the items themselves, hence are able to respond more appropriately.

The implications of this measurement artifact (called testing by some methodologists) are obvious. In weak designs such as single-group, pretest/posttest designs, subjects are likely to improve from pretest to posttest irrespective of any experimental treatment, hence resulting in false positive findings.

This artifact has at least theoretically possible implications for true experimental designs as well, since it is possible that the intervention will be more likely to cause subjects to “pay more attention” to the outcome variable, hence making the testing artifact operate differentially. Alternately, the pretest (or even the act of being pretested) could potentially sensitize subjects to the intervention. There is little empirical evidence, however, that this latter artifact (sometimes called pretest sensitization) does operate differentially in day-to-day research. Still, it is always a good practice to decrease a study’s obtrusiveness whenever possible, hence the following recommendations:

a. Do not employ excessively obvious variables in the first place, such as “attitudes toward this-or-that,” followed by an intervention designed to alert subjects to what their “attitudes toward this-or-that” ought to be. It can be argued that variables such as this are seldom that important anyway.

b. Do not employ pretests in studies that must use such “obvious” measures. Pretests are not necessary when subjects are randomly assigned to groups, since it can be assumed that no pre-experimental differences
will exist between groups anyway. Pretests do increase statistical power, but other controlling variables (see Principle 27) can usually be identified that function almost as well. The situation is complicated for quasi-experimental designs that depend much more heavily upon statistical control. Here it may not be possible to identify anything other than an identical pretest that will correlate highly enough with the outcome variable.

(I personally do not recommend the two most common procedural strategies for dealing with this artifact: the Solomon four-group design and the use of retrospective pretests. The former is wasteful with respect to statistical power, and the latter’s validity remains to be demonstrated. In my opinion, the best approach is simply to attempt to reduce the obtrusiveness of both one’s intervention and outcome variables.)

Artifact 9: Experimental Contamination. Will the design permit cross-contamination of subjects?

Cross-contamination occurs when experimental subjects have the opportunity of communicating the essence of the intervention to their control counterparts, hence theoretically resulting in a false negative result. In my opinion this is an alternative explanation that is worried about considerably more than it should be. Most interventions are far too complex to transfer so easily, and few subjects are conscientious (or interested) enough to spend their free time attempting to reenact same. There is some evidence, however, that subjects will talk about a study, even when requested not to; hence, simply asking subjects not to discuss experimental procedures with anyone may not be especially effective.

Should cross-contamination therefore appear potentially problematic, the likelihood of its occurrence can be reduced by:

a. not assigning close dyads (e.g., roommates or spouses) to separate treatments,
b. revealing as little about the research design and purposes as possible,
c. keeping the experimental interval as brief as possible,
d. avoiding the prolonged use of facilities in which subjects in one group routinely interact with subjects in the other, and
e. asking subjects not to discuss the experimental procedure with anyone else (because some at least will comply).

Designing an Experiment

My later recommendations (Principle 33) regarding the use of a post-intervention questionnaire can also be applied to ascertain the effect to which experimental contamination may have occurred. If some contamination is reported, and if the questionnaires were not anonymous, the data can be analyzed, both including and excluding the offending subjects, to ascertain the seriousness of the problem.

It is hoped that the very act of considering each of the nine questions above will facilitate the prevention of these artifacts. Should the answer to one of these questions be an unqualified “yes,” and no practical way around the problem can be found, I would advise the selection of another hypothesis to test. It has been my experience, however, that most problems identified at the design stage of a study can be solved with a little creativity and perhaps a little help from a more experienced colleague.

Suggested Readings

I am personally aware of more than 75 research methodology textbooks, most of which are adequate for giving students a general overview of experimental design but are inadequate for actually helping them conduct an experiment. Certainly, every prospective researcher should study at least one of these texts conscientiously. Usually choice is dictated by whatever is required in one’s primary doctoral research methods course. In the event that you have the liberty to choose your own, one possibility might be:


References that can be quite helpful in the actual design process itself are:


Modesty prevents too lavish a recommendation of this book, but it was written as an attempt to make all the major design, measurement, and statistical concepts deemed important in the day-to-day conduct of empirical research accessible to practicing researchers.
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The previous chapter was dedicated to avoiding results due to factors extraneous to the experimental intervention(s) being tested. As we discussed, such erroneous results may be in the form of either:

1. false positive results (e.g., the intervention may have been completely ineffective, but more subjects with poor prognoses dropped out of the experimental group, thus making it look beneficial) or

2. false negative results (e.g., the intervention may have been quite beneficial, but poor prognosis subjects dropped out of the control group, thus inflating its overall mean and thereby masking the true experimental effect).

There is one genre of error, however, that can be problematic even in studies that follow all the advice presented up to this point. This type of error surrounds one specialized form of false negative result:

Failing to reject the null hypothesis (or at least failing to adequately test it) because the study design is not sensitive enough to document a truly effective intervention.

The present chapter is therefore dedicated solely to avoiding this particular scenario. I ascribe so much importance to it for two reasons. First,
the design strategies that must be instituted in order to provide a sensitive hypothesis test also usually help avoid many of the types of errors discussed in Chapter 5. Second, with the notable exception of Mark Lipsey’s absolutely wonderful book, Design Sensitivity: Statistical Power for Experimental Research (Sage Publications, 1990), few research methodology texts (which is the primary medium for training social, behavioral, and health scientists) emphasize the following fact:

It takes a considerable amount of skill to design and conduct research sensitive enough to document the existence of a true effect within the stylized confines of an empirical research study. Most of the things that are likely to go wrong with a study (at least one in which random assignment of subjects to treatments is employed) conspire to prohibit the documentation of a true effect, rather than artifactually producing spurious positive results.

The keyword here is sensitivity. In many ways a research design is an observational instrument, similar to a microscope or a telescope, except that the view it affords us is always relatively distorted. Instead of a lens, a research study provides us with a model for viewing reality. Thus, even under the best of circumstances, the representation provided by this model is only an approximation of the real world. It affords us only an estimate of the true parameters surrounding the phenomena we are interested in studying, because every element comprised in the model (e.g., the subjects we feed into it, the procedures we design for them, and the observations we perform upon them) contributes a certain amount of distortion. If extreme care is not therefore exercised in the construction of each of these components, then there is no way that we will be able to observe anything with sufficient precision to permit us to make a reliable inference from our model to the reality to which we aspire.

Without further ado, then, allow me to offer what is perhaps the second most important design principle of conducting experimental research (Principle 17 remains in first place):

Principle 23: Design empirical research, first and foremost, to obtain statistically significant differences among your experimental groups.
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The wholehearted adoption of Principle 23 does not imply foregoing any degree of objectivity or honesty, only that you as a researcher perceive the primary purpose of your design efforts to be the achievement of statistical significance by every available legitimate means possible. (The achievement of statistical significance, it will be remembered, implies the acceptance of your hypothesis, which is the accepted means by which an inference is allowed from the model, represented by the research design, to the real world.) Scientific progress is measured primarily by positive results, not negative ones. None of us would recognize Jonas Salk’s name if the huge clinical trial evaluating his vaccine (the intervention) had not been designed with an eye toward legitimately achieving a statistical significant decreased incidence of polio (the outcome).

Most of the discussion and resulting advice that follow, therefore, will be offered in terms of enhancing the likelihood of producing a study sensitive enough to document a positive result, should one truly exist. The primary purpose for all the decisions regarding a study’s design, in fact, can be conceptualized as directly impacting upon this all-important sensitivity issue. Since the easiest way of ensuring that we can observe something through a flawed instrument is to look for a large object rather than a small one, the first genre of design issues that will be discussed revolves around attempting to maximize the size of the effect that we are trying to simulate via our experimental design. Only after taking this step will we consider means of increasing the observational power of the instrument itself.

Principle 24: When applied and theoretical considerations permit, design the intervention(s) to maximize the differences between groups (i.e., the effect size) by employing only subjects who are likely to profit from the intervention.
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2. Employing as few treatment groups as possible (two are optimal). Since research subjects are normally in short supply, the use of multiple treatments results in fewer available subjects within each group. This in turn reduces the probability of obtaining statistically significant differences. Even when subjects are not limited, however, more subjects per treatment are needed for these studies, since the study’s alpha level must be protected for the multiple contrasts such studies require. In the presence of limited resources, then, I would always counsel beginning with a two-group design.

3. As a corollary of 2, I would argue that, as a first research priority, it is usually better to find a treatment that works than it is to be able to definitively explain why it works. Thus I would recommend constructing a single powerful treatment group and contrasting it to a single meaningful comparison group, even if this means that you won’t know exactly which constituent or combination of constituents was most responsible for the statistically significant effect obtained. I realize that there is a certain amount of scientific prejudice against this “black box” approach, as it is called by its critics, but it is certainly clinically defensible in areas that currently lack effective interventions.

This advice, however, must be weighed with respect to its potential advantage (i.e., increased statistical power) and its considerable disadvantage (lack of scientific clarity). One of the primary strengths of experimental research resides in its ability to tease out specific causal agents and to refine theory; thus, if resources permit, it is foolish not to avail yourself of this potential.

In designing a program to enable overweight cardiac bypass patients to lose weight after surgery, for example, a researcher might determine (from pilot work, previous research, or theory) that the most effective technique would involve a combination of dietary training and supervised exercise. If his or her subject pool were restricted, then I would suggest a combined intervention versus treatment-as-usual comparison group in order to ensure sufficient statistical power. The problem with such a strategy, however, would be that if statistical significance were achieved, our researcher would know only that the combination of dietary instruction and exercise worked, not which was the more important element, and not even that both were essential. If sufficient subjects were available, on the other hand, the researcher could add two more intervention groups to his or her design: exercise only and dietary instruction only. Then, the three intervention groups could be compared.

1. Making sure that the experimental interval is long enough to allow an effect to manifest itself (but not long enough for subjects in all the groups involved to approach a ceiling score on the outcome variable employed). As will be discussed later, the determination of an optimal experimental interval is one of the primary functions of a pilot study (Principle 30). Also, there is somewhat of a trade-off here with respect to avoiding experimental contamination, since the longer a study runs, the more likely something is to go wrong with it (e.g., experimental mortality). Still, the main criterion for determining how long the experimental interval lasts should be maximization of the intervention versus control contrast.
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should also be used sparingly because they (a) limit the numbers of subjects available and (b) limit the extent to which one's findings can be generalized (e.g., if we exclude, say, subjects over age 65 from our study, then we cannot assume that an even wildly successful intervention will work for elderly people).

5. Employing a no-treatment control group when ethically and theoretically feasible. Half of any intervention versus control/comparison group effect size resides in the way in which the latter is defined. Hence, defating the strength of the comparison group is as effective from a statistical perspective as inflating the strength of the experimental group. A pure control that receives no treatment will almost always score lower on the outcome variable than a treatment-as-usual control group. Pure control groups are, of course, recommended only when they make conceptual sense, such as when no effective treatment is known or when a pure control has intrinsic theoretical interest. Still, there are plenty of occasions when a pure control group is useful, and you should certainly never go out of your way to add anything to your comparison group(s) that is not necessary for scientific or clinical meaningfulness.

**Principle 25: Always employ outcome measures that are both reliable and sensitive to change.**

The underlying principle surrounding Principle 23 resides in maximizing the differences among groups that can be explained by the experimental manipulation while at the same time minimizing those differences within groups that cannot be explained. One prime contributor to differences in subjects’ scores that cannot be explained is unreliability in the measure chosen to represent the outcome. It therefore behooves the researcher to select those measures that are as precise and error-free as possible. For multiple-item instruments, this is usually easily checked prior to running the study by trying the measure out on a sample of 30 or 40 subjects and computing a coefficient alpha on the results. For single-item instruments, it is best checked by a test-retest procedure or (as in the case for physiologically oriented instruments) by ensuring that the instrumentation itself is properly calibrated and the people who are using it are doing so properly.
The stability (i.e., reliability) with which a measure assigns scores to individuals, however, is only a rudimentary first step in the process of selecting a research instrument. Most researchers will have no difficulty in finding a measure with a reliability coefficient of .80 or better. Far more important is the second part of Principle 25, since it does absolutely no good to select or construct a perfectly reliable outcome measure that is not sensitive enough to detect intervention-induced changes within the sample employed. As will be discussed in the next chapter, the best way to ensure the availability of such measures is to select them specifically for this purpose and tailor them (if necessary) specifically for the types of subjects you plan to employ in your study.

Principle 26: Whenever possible, employ dependent variables that are directly rather than indirectly manipulable by the independent variable.

Epistemologically, an experiment is conducted to demonstrate a causal link between an independent variable and a dependent variable. If a second variable intervenes between this link (i.e., the intervention must first effect the mediating variable, which in turn causes the dependent variable of interest to change), then the study’s overall statistical power is rather dramatically reduced.

In a study designed to see if a behavioral modification program could induce lower consumption of cholesterol and fatty acids, for example, one would expect a direct causal link to exist between the presence/absence of the intervention and cholesterol/fat consumption. Serum cholesterol levels should also be affected, but this is one step removed in the causal link (i.e., the behavioral modification intervention causes dietary changes, which cause reduced serum cholesterol levels). Demonstrating an effect upon the latter would not be impossible, but it would be considerably more difficult to do so because less statistical power exists for that purpose. Taking this logic one step further, we would also expect the behavioral modification intervention to have an effect upon heart attacks and stroke, but the number of subjects necessary to demonstrate this type of effect would be far beyond the means of most researchers. Whenever possible, then, proximal rather than distal outcome variables should be employed. (Mark Lipsey’s above-mentioned work supplies a very helpful chart to demonstrate just how much the latter is capable of reducing an experiment’s statistical power/effect size.)

Principle 27: Always employ either controlling variables (i.e., covariates), within-subjects factors (i.e., via a randomized block or repeated measures design), or between-subjects grouping variables (e.g., blocking variables) to increase your study’s statistical power.

All of the strategies listed in Principle 27 are means of reducing unexplained error variance. In a two-group study that employs none of these techniques, there are two sources of variations in subjects’ scores. The first is variation between the groups, which we assume can be explained solely by the procedural differences between said groups (i.e., the intervention versus the control/comparison condition). The second is variation within the groups, which we cannot explain (and hence call unexplained or error variance), because as far as we know, everyone within the groups received the same treatment and should have scored similarly on the outcome variable.

A statistical procedure that employs only a single independent variable (e.g., a t-test) simply compares the size (which translates to the mean difference) of a study’s explained variance to its unexplained counterpart. If the former is enough larger than the latter, then the results are declared statistically significant. If they are not, then the results are declared nonsignificant.

The existence of additional variables drastically changes this situation, however, if they existed prior to the beginning of the study (and therefore were not capable of being affected by the experimental treatment) and if they are correlated with the dependent variable. This is due to the fact that the very existence of this correlation implies that we can now explain some of this within-group variation, and the extent to which we can (which is directly related to the extent of the correlations involved) is the extent to which we can reduce the study’s error variance. Reducing error variance has the same effect as increasing explained variance, which in turn is comparable to increasing the study’s effect size.
Thus, returning to our cholesterol reduction example, if subjects (presumably those in need of same) could be rank-ordered on some continuous variable prior to the introduction of the intervention (say, serum cholesterol levels or grams of cholesterol consumed per day), and randomly assigned in matched pairs to receive either the intervention or, say, an attention placebo condition of some sort, the only source of variation in the outcome variable scores that we could not explain would be when two matched individuals did not perform exactly as we predicted they would, based upon the matching mechanism. This design is sometimes called a randomized block design and it results in considerably more statistical power than its purely between-subjects counterpart. As an example, if the mean difference accruing from a two-group study employing no such blocking variable had been projected to be approximately one-fifth of the outcome variable’s standard deviation (which is called its effect size), almost 400 subjects per group would be required to achieve statistical significance. If the proposed blocking variable were to correlate, say, .80 with the outcome variable, then the effect size for the new design would be effectively increased to approximately one-third of a standard deviation and the number of subjects required to achieve statistical significance would be reduced from approximately 400 to 161. In the more usual case, where a moderate effect size was hypothesized (i.e., one-half of a standard deviation), the use of such a covariate would reduce the subject requirements from 64 to 24 per group. (What this design simulates, then, is the situation in which the same subjects receive both treatments—also called a crossover or repeated measures design—and the analytic procedure for dealing with the two is identical.)

The same basic effect would accrue from using a preexisting variable such as this in an analysis of covariance, although this is a procedurally more simple strategy since it is not necessary to rank subjects prior to the beginning of the experiment. Here all the researcher need do is find a preexisting variable that is related to the dependent variable, record it, and enter it into the computer at the data analytic phase. This particular design strategy is so easy and powerful that the only excuse I can think for not employing it is in situations in which a correlated preexisting variable cannot be located. (Even here the outcome variable can usually be administered as a pretest, which will serve the same function.) Both techniques, then, accomplish two extremely important functions. They operationally increase a study’s effect size and they force the two groups to be equivalent on the preexisting variable(s) in question, thereby increasing the experiment’s precision.

The final design strategy is somewhat similar. It also requires a preexisting measure that is correlated with the outcome variable, but it differs from both analysis of covariance and the two within-subjects strategies in the sense that it enables the researcher to ascertain whether the intervention is differentially effective for certain types of subjects or for certain types of conditions. It does this by employing a variable to group subjects who are expected to either perform differently from one another on the outcome variable (which is another way of saying that a correlation is expected between the grouping and outcome variables) or react differently from one another to the experimental treatments (which is another way of saying that a treatment × grouping variable interaction is expected). It is optimal that grouping variables are identified prior to the experiment, in which case subjects are randomly assigned independently within each group to treatments. (Examples of such variables might be males versus females, whites versus blacks, patients with prior hospitalizations versus those without, children attending School #1 versus School #2, or individuals with an income of more than $50,000 versus those with incomes of $49,999 or less.) Thus, as discussed in Chapter 5, in any true experimental design, if we wished to study the potential differential effect of an intervention upon some categorical variable (e.g., gender) we could randomly assign half of one sex to the intervention and half to the control. We would then do the same thing to the opposite sex, resulting in equal numbers of males and females within each of the experimental treatments. (When this is not possible, there is nothing wrong with identifying post hoc grouping variables, although this is likely to result in uneven distributions of the different types of subjects within the experimental groups. Obviously, it will also increase the probability of obtaining a false positive result if the experimenter goes on a fishing expedition and keeps trying out possibilities until one that “works” is finally located.)

All the advice tendered so far in this chapter has been dedicated to maximizing the chances of obtaining statistically significant differences among a study’s experimental groups. Once you have maximized your intervention versus control expected effect size, selected sensitive outcome measures, and employed at least one preexisting variable to increase the precision of your design, however, you still have to employ enough subjects to ensure that you can document a statistically sig-
significant difference among your groups. Principle 28 offers the most direct means of ascertaining how many subjects are indeed "enough."

\[ \text{Principle 28: Always conduct a power analysis to ascertain how many subjects must be employed to allow at least an 80\% (and preferably 95\%) chance of obtaining statistical significance.} \]

No other design principle is more important than this one in increasing the probability of obtaining statistical significance. Determining how many subjects are actually needed for any given study is a relatively straightforward process once the following four simple decisions are made:

1. **Choosing an acceptable level for obtaining false positive results.** This decision, which is synonymous with choosing the error of falsely rejecting the null hypothesis (i.e., of obtaining statistical significance when no real differences existed), is really pretty much out of the researcher's hands, unless he or she wishes to adopt an uncustomarily conservative stance. By far and away the most common practice is to adopt the conventional .05 alpha level, which is synonymous with saying that we are willing to be wrong 5 times out of 100 if we achieve statistical significance. (This is also called the probability of committing a Type I error.) Choosing a more stringent level, say .01, substantially increases the number of subjects needed to achieve statistical significance, because we wish to reduce the probability of a false positive error to 1%.

2. **Choosing an acceptable level for obtaining false negative results.** This decision is completely up to the researcher, although he or she takes a major risk of failing to achieve statistical significance if it is set too high. Conventional wisdom seems to indicate that a .20 chance of this category of error (called Type II error) is acceptable. Some methodologists (of whom I happen to be one) argue that it makes little sense to consider Type II error as more benign than its Type I counterpart, which means that the researcher should set his or her chances of making a Type II error at .05.

3. **Choosing the statistical procedure by which the hypothesis will be tested.** The type of statistical procedures available for testing a study's hypothesis is primarily dictated by how Principle 27 was implemented. In most cases this will entail an analysis of covariance, a factorial analysis of variance, a within-subjects analysis of variance, or some combination thereof. Regardless of the specific form the analysis in question takes, it is always helpful if a reasonable estimate is available of what the relationship(s) is (are) between the study's outcome variable and its covariate/blocking variable(s), because this value has a major impact upon the study's statistical power.

4. **Estimating what the effect size is likely to be.** In research involving differences between two treatments, the effect size is defined simply as the mean difference between the two groups involved, divided by the standard deviation. Thus an estimated effect size of 1.0 in a two-group study would mean that we expect our intervention subjects to score one standard deviation (on average) higher than our control subjects. An estimated effect size of 0.5 would mean that we only expected the mean difference to be one-half of a standard deviation. Many beginning researchers are uncomfortable in making this judgment/guess, but hints are usually available from the literature employing similar variables and from one's pilot data. Meta-analyses provide especially good estimates of effect sizes and, interestingly, Mark Lipsy's Herculean analysis of 102 such studies provides good empirical evidence for Jacob Cohen's suggestion of .50 as a reasonable estimate for behavioral research. (Lipsy's grand effect size mean was .45.) Thus, in the absence of better evidence, I would suggest the use of Cohen's originally suggested .50 as a benchmark.

**Results of a typical power analysis.** Let us assume that the researcher does indeed opt (a) to set his or her Type I error rate at .05, (b) employs a covariate that is estimated to correlate .30 with the study's dependent variable, and (c) wishes to design his or her study so that it will have an 80\% chance of rejecting the null hypothesis in the presence of a medium effect size. A perusal of one of the books containing power/sample size tables, for example, Cohen, J. (1988). *Statistical Power Analysis for the Behavioral Sciences*. New York: Academic Press; or Kraemer, H. C., and Thiemann, S. (1987). *How Many Subjects?* Newbury Park, CA: Sage, would correspondingly indicate a need for 58 subjects per group, although it should be kept in mind that power analyses result
in estimates only. To be safe, therefore, it is wise to employ as many subjects as possible within reasonable limits. *(Reasonableness might be defined as using enough subjects to obtain a 95% chance of rejecting the null hypothesis).* When economic and practical constraints conspire to limit the availability of subjects, I strongly suggest that the researcher consider the following underutilized option when conditions warrant:

Principle 29: If intervention subjects are considerably more difficult (or expensive) to run than control subjects, increase your sample size by randomly assigning up to three times as many subjects to the latter as to the former.

This can be a very powerful strategy if one of the conditions is cheaper or less demanding to run (such as a treatment-as-usual group). It will increase the available statistical power dramatically, although the efficiency of the procedure begins to drop off after a 3:1 ratio has been achieved.

Summary

This chapter was basically designed around Principle 23 (design empirical research, first and foremost, to accept your research hypothesis). This simple piece of advice constitutes the cornerstone of my approach to (and philosophy of) experimental design and could just as easily be restated in the following alternative principle: *Build as much statistical power into your research design as possible.*

Since this concept is so central to the conduct of experimental research, the strategies for achieving it probably deserve to be summarized. In way of review, then, the most direct means of increasing a study’s statistical power are to:

1. Maximize the effect size by:
   a. Employing the most powerful intervention that is scientifically meaningful.
   b. Employing as few treatment groups as possible (two is optimal).

c. Monitoring the implementation of both experimental and control conditions carefully over the course of the study.

d. Employing a no-treatment or pure control group if scientifically meaningful. If this is not feasible, employ as “weak” a comparison group (i.e., with relatively low dosage of whatever is being studied) as is scientifically meaningful.

2. Employ those subjects who are most likely to profit from the experimental intervention.

3. Employ reliable dependent variables.

4. Employ dependent variables that are extremely sensitive to change.

5. Employ outcome variables that are directly (as opposed to indirectly) related to the experimental intervention.

6. Employ research designs that permit the statistical control of extraneous variables. These include the use of covariates, within-subject variables, and factorial designs.

7. Always conduct a power analysis to ascertain how many subjects must be employed to allow at least an 80% chance of rejecting the null hypothesis.

8. Employ as many subjects as economically and practically feasible. When one group is more expensive or difficult to run than another, consider randomly assigning more subjects to the latter.

Suggested Readings

By far and away the best book on designing experiments capable of achieving statistical significance is:


This is not only an excellent and readable text on statistical power but a very good research methodology book. The author deals with all the elements relevant to designing sensitive experiments and, in my opinion, his book should be required reading for anyone contemplating a career in experimental research.

I would also recommend either of the following books to those conducting a power analysis:
CONDUCTING MEANINGFUL EXPERIMENTS


This is the classic in its field. Besides giving a thorough general discussion of the concept and meaning of power itself, this book provides tables for ascertaining both power and the sample sizes needed for most common research designs.


This book is perhaps a little easier to use than Cohen (1988), but it generally covers the same content.

There are a number of power analysis PC programs, the most popular of which is probably:
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Conducting the Pilot Study(ies)

If you followed the preceding 29 rules conscientiously, you should be in possession of a very promising blueprint. Unfortunately, this is all you will have until a considerable amount of pilot work has been done to refine your intervention and outcome variables. Good experiments do not spring fully developed from the drawing board or a brainstorming session. All of their components must be grounded in theory, previous research, or extensive clinical experience. It is equally important that they all require a certain amount of developmental work before they can be successfully implemented, which operationally translates to Principle 30:

▼

**Principle 30:** Always conduct at least one pilot study.

▼

This is a rule that almost all researchers know but far too many ignore. In studies employing experimental interventions, however, it is especially essential for researchers to conduct their interventions with a limited number of subjects ahead of time, to ensure both their feasibility and the appropriateness of the various components that make them up.

The actual issues that need to be addressed via any given pilot study depend upon the nature of the specific study being planned. They are also dependent upon the researcher’s degree of experience. Someone
conducting a follow-up study employing only a minor design variation, for example, obviously will not need as much developmental work as someone about to attempt his or her first study in a given area.

Assuming the latter scenario, your pilot work will need to address each of the following questions:

1. How likely is the intervention to affect the outcome variable?
2. How responsive is the outcome variable likely to be?
3. How feasible are the experimental procedures in general?

Developing the Intervention

To expect to develop and test an intervention with no theoretical rationale or preliminary pilot work is analogous to a pharmaceutical company mixing some promising chemicals together and then administering the resulting concoction to AIDS patients in order to see if it will cure their disease. It just isn’t reasonable to waste resources, either material or human, in such a fashion.

Even the most conceptually uncomplicated of studies, such as one assessing the effects of increasing the length of instructional class periods, requires either a sound theoretical rationale or a sound empirical rationale. (This might emanate from time-on-task theory or even a large-scale correlational study in which one of the correlates of learning was found to be the amount of instruction received, but to choose a variable with no such rationale would almost surely result in wasted effort.)

Simply recognizing what our independent (length of instruction) and dependent (achievement) variables were going to be, however, would still leave us a long way from developing a successful intervention. We would still need to make a number of decisions, a sample of which follows:

1. What grade level should we employ (e.g., college or elementary school children)?
2. What type of schools (e.g., public versus private) or students (e.g., average or special) will we employ?
3. What type of achievement (e.g., mathematical versus reading) and what type of learning (e.g., recall of facts versus understanding of concepts) will we measure?
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4. What subject matter will be taught (e.g., operations involving fractions versus the use of algorithms for dealing with whole numbers)?
5. How long should the instructional interval be (e.g., an entire year versus a week)?
6. How long should the actual class periods be (e.g., 60 versus 45 minutes, or 40 versus 20 minutes)?
7. What type of teacher should we employ (e.g., experienced classroom teachers or research assistants whose actions are more under the investigator’s control)?

Every intervention will have its own unique list of questions that need to be answered. Fortunately, the decisions that they reflect can always be guided by four basic criteria. In order of importance, these are:

1. **Theoretical and clinical indicators.** Every discipline has a unique body of knowledge that must be used to guide its research. This fact is the primary motivator for Principles 6 to 9. Using the class length example, if special education students were known or hypothesized to have relatively short attention spans, then they would probably not be good candidates for an intervention involving long class periods. If certain subject areas took longer than others to master, then the researcher might choose to avoid these in order to demonstrate as large a learning effect as possible as quickly as possible.

2. **The researcher’s personal objective for doing the study in the first place (Principle 14).** If a researcher wished to influence public school policy, for example, this would mandate a number of the above decisions in and of itself. The experimental procedures would need to be made as veridical as possible, for example, to match actual everyday practices, and the intervention would need to be both practical and economically feasible. Thus, to facilitate its implementation, our educational researcher would want to employ class lengths that could be practically instituted (e.g., few schools would be likely to devote more than 120 minutes or less than 30 minutes to instruction in a single topic, regardless of the study’s final outcome). If the researcher’s interest were more of a basic and less of an applied bent, on the other hand, then he or she would not be constrained by as many practical constraints and could (within reason) define the intervention primarily to maximize its effect upon the outcome variable.
3. The likelihood of achieving the largest outcome differences possible. Chapter 6 has already been devoted to this issue, but it is worth repeating that your primary methodological objective as a researcher is to demonstrate that the intervention can result in salutary changes with respect to the outcome variable(s). This means that, consonant with the first two considerations above, you should always attempt to maximize your effect size by every legitimate means. Thus, decisions regarding, say, the experimental interval should be based upon how long it will take the intervention to manifest itself. Similar considerations should affect choices regarding the experimental curriculum, the actual instrument chosen to measure the outcome variable, and so forth.

4. Practical considerations. Researchers must often do their studies based upon available samples, constraints placed upon them by cooperating clinical agencies, and what can reasonably be asked of their subjects. Sometimes practical considerations such as these conflict with one or more of the criteria mentioned above, in which case a decision must be made as to whether the planned study is worth running under the conditions offered. More often, however, it is necessary to modify one's intervention to fit one's clinical constraints. The skill with which the resulting trade-offs are made can, to a large extent, dictate the ultimate utility of the resulting product.

Although the above criteria are helpful in making the types of decisions we are discussing here, they are certainly not sufficient in and of themselves. More often than not the researcher will not know, for example, how long it will take for a particular intervention to manifest itself, and to make such a determination on the basis of a guess (or intuition) is a blueprint for disaster.

What researchers must typically do, therefore, is try out different theoretically/empirically justifiable variations of their interventions on small groups of subjects until they find one that (a) can be practically implemented, (b) does appear to be capable of maximally influencing the specific outcome measure being employed, and (c) meets both their personal and scientific objectives for conducting the study in the first place.

Although it is a hard truth for beginning researchers to accept, it is an unfortunate fact of life that this preliminary developmental work often takes more time and more effort than the final evaluation of the intervention itself. The bottom line is, however, that insufficiently developed interventions just plain do not work.

As far as the intervention is concerned, the primary purpose of both this developmental work and a pilot study is to help provide answers to the following five questions. (If five unequivocal "yes" answers cannot be supplied to these questions, then you should either pick another intervention or do more pilot work.)

1. Do you have a sound theoretical or empirical rationale for the intervention as you have defined it? Such a rationale could consist of data collected from a pilot study that, say, demonstrates a pre-post outcome change in subjects exposed to the intervention. Alternately, previous research can serve here as well, although this would not preclude the necessity of conducting a pilot study to serve some of the other purposes detailed below.

2. Can you justify each component of the intervention in this manner? Many of the examples used in this book were purposefully chosen for their conceptual and procedural simplicity. For more complex socio-behavioral interventions, each separate component thereof should ideally be subjected to the same theoretical and empirical scrutiny.

3. Do you have good reason to believe that your intervention will indeed work? It is optimal that this belief should be based upon at least a preliminary trend or an effect generated by your pilot work.

4. Can the intervention be implemented, given the resources available to you? If your initial pilot work indicates that major procedural changes are necessary, then you should either do more pilot work or seek another environment in which to do your study.

5. Assuming you think your fine-tuned intervention will work, will it meet your personal and scientific objectives? A researcher who conducts the type of careful, thorough preliminary work that I am suggesting here seldom winds up with the same intervention he or she started out with. Some procedures must usually be altered slightly, while others must be added or dropped. Therefore, once you have arrived at a final definition of the intervention you plan to evaluate, I think it is a good idea to sit down and decide if your revised study will meet your objectives for doing the study in the first place (i.e., Principle 14). You might
decide, for example, that the revised intervention is so complex that it could never be implemented in a real-life clinical setting. Or alternately, it might be so close to another intervention already tested that the study may not seem worth doing.

If you can answer the above questions affirmatively, however, it undoubtedly means that you have done the requisite developmental work to justify your intervention. It also means that you will already have a pretty good idea what your final results will be (assuming that you design the study following the advice tendered in the last few chapters), which, incidentally, is one of the primary purposes of conducting a pilot study. Regardless of folklore, real-life scientists do not like surprises. They like to know how a study is going to turn out before they conduct it—and ultimately so do their funding agencies.

Refining the Outcome Measure

Designing an experiment is like choreographing an intricate mating dance between the intervention and the outcome variable. These two entities have to be perfectly matched, or the researcher will have little or no chance of obtaining statistically significant results.

We have already talked a great deal about selecting an important, meaningful outcome variable. At this point, however, your task is to ensure that the manner in which you will actually measure this variable is optimal for the purposes at hand. The primary criterion for making this judgment resides in the implementation of Principle 25 (always employ outcome measures that are both reliable and sensitive to change).

The best way to do this is to conduct a pilot study in which you pretest a group of subjects with your proposed outcome measure, administer the intervention, and then posttest the same subjects with the same measure. If you cannot demonstrate a reasonably large numerical pretest/posttest gain, then your outcome measure may not be sensitive enough for the purposes at hand. It is not enough to demonstrate that your measure is highly reliable. Reliability does not guarantee sensitivity to change.

I would therefore suggest that, as one goal of your pilot work, you plan to ensure positive answers to the following four questions:

1. Is your proposed outcome measure reliable? Even though reliability per se is not the primary criterion for ensuring sensitivity, it is often (although not always) a necessary condition thereof. The internal consis-

2. Is the proposed variable sensitive to change or, more specifically, will it be responsive to the intervention? Again, a gross answer to this crucial question is usually best obtained by measuring a relatively few subjects before and after the experimental manipulation. The previous research literature can be helpful in this regard, but it is seldom definitive enough to preclude the necessity of an actual pilot study.

3. How much is the outcome variable likely to change over the proposed course of the study? This is really synonymous with estimating what the study's effect size is likely to be. It is dependent upon both the sensitivity of the outcome variable and the strength of the intervention; hence, one of the primary purposes of a pilot study is often to determine how long the subjects should be exposed to the intervention in question in order to demonstrate an optimal effect. This can be a crucial question, since its answer has a direct impact upon both the procedural and economic feasibility of the proposed study itself. (Answering this question sometimes necessitates administering the outcome measure more than twice during the course of a pilot study. In other words, if a sufficient change has not occurred at the first posttest, then the intervention would have to be extended and the pilot subjects tested repeatedly until something approaching a reasonable effect size is obtained.)

4. Can any preexisting measures (i.e., covariates) be identified that are correlated with the proposed outcome variable(s)? Effective covariates can often be identified from the previous research literature, but actual correlations can also be run on one's pilot data between potential covariates and the outcome variables if 15 to 20 subjects are available. Similarly, pretest/posttest correlations can be obtained for the outcome measure itself to indicate the utility of using baseline values thereof as the covariate.

Ensuring the Feasibility of the Proposed Design

Even if you were able to start out with perfectly refined intervention and outcome measures, you would still not be assured that your design
could be practically implemented in your targeted setting. It is almost always necessary to conduct a dry run of the entire intervention (and sometimes the control itself) with at least a few subjects, just to make sure that there are not some procedural glitches you haven’t thought of.

Ironically, it is only inexperienced researchers who must be convinced of this necessity. Almost all experienced investigators have made enough mistakes that they take this step through simple self-defense. Once, as a graduate student, I personally hatched a brilliant plot for increasing the amount students could learn from studying a prose passage for a fixed period of time. It seemed extremely wasteful to me for them to reread parts of a passage that they had already learned. I therefore reasoned that if they were to delete what they had learned as they went, using a Magic Marker, then their study time would be more focused than that of students who did not have access to this intervention. Naturally, I didn’t bother to conduct a pilot test of something this procedurally simple, hence I was shocked when I first heard the deafening sound of 30 Magic Markers being run across 30 papers at the same time. (Nor was I prepared for the noxious fumes emanating therefrom.) Needless to say, this particular study didn’t wind up revolutionizing the way students studied.

With this example in mind, I would suggest that you pilot your experimental procedures with an eye toward providing positive answers to the following questions:

1. Can the experimental treatments be run as planned? In other words, are there unforeseen problems emanating from the intervention, the setting in which it is to be implemented, or some interaction between the two?

2. Can the treatments be monitored properly? For example, can you ensure that both the intervention and the control groups are behaving in the manner required of them? Can you be sure that cross-contamination (or one of the other artifacts discussed in Chapter 5) is not occurring?

3. Will subjects show up, sit through, and in general cooperate with the experimental protocol? Sometimes researchers simply expect too much of subjects, given the day-to-day constraints under which they operate. Sometimes our interventions are simply too onerous.
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4. Will subjects complete the experimental protocol? This is especially important to determine for studies in which subjects must attend more than one experimental session. I have seen otherwise well-designed studies completely fall apart because of subjects showing up for only the first couple of sessions and not even being available for the final administration of the outcome variable. (In general it is always wise to require as little of your subjects as possible.)

5. Do subjects need to be paid to participate, and if so, how much? This can be an antidote for problems encountered in 3 and 4.

6. Are the experimental procedures unduly obtrusive? This may be ascertained by simply questioning the subjects after they have completed the pilot study requirements.

7. What types of subjects are most likely to profit from the experimental procedures? This is sometimes hard to ascertain within the limited confines of a pilot study, but often the administration of the instrument designed to measure the outcome variable can identify groups of subjects who score near its ceiling and hence cannot be expected to profit from the intervention, no matter how effective it otherwise might be.

Running Pilot Studies

It is hoped that all of the questions presented in this chapter will seldom need to be answered in any single pilot study. There is certainly nothing wrong with trying to avoid as much work in this regard as possible, such as by consulting with a colleague who has conducted a program of similar research in the area in which you are interested. (Even if you had to pay a consultant $200 or $300 out-of-pocket for a half-day of his or her time, you would still come out ahead in the long run. Alternatively, you could try to enlist the consultant as a collaborator.) The published research literature can also be helpful in certain instances; but in the final analysis, I do not think the experiment exists that does not require some pilot work, and this is especially true with respect to administering the intervention(s) under conditions comparable to those you will encounter in the full-blown experiment.

There are really no hard-and-fast rules for running pilot studies, other than:
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generally violate any of the principles presented in this book in order to arrive at the one best way of accomplishing Principle 30. What you should not feel free to do is:

1. put too much credence in any observed numerical trends in your data unless actual experimental procedures (e.g., random assignment) are used, with as many as 8 to 10 subjects per group, or
2. plan to lump your pilot data in with the data actually obtained in the final study, even if your procedures remain the same (mainly because the possibility of doing this may unconsciously persuade you not to change a procedure that needs changing, based upon how the pilot results look). It is no time to get lazy, after all, when you are on the brink of conducting your first meaningful experiment.

Suggested Reading

This is an area about which not a great deal has been written. One exception includes:
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Conducting the Actual Study

If you have refined your experimental blueprint to the point that you are relatively comfortable with the feasibility of your procedures and the appropriateness of your measures, it is time to begin a process that can be comparable to walking through a minefield: actually conducting the study itself. If there was ever any human activity to which Murphy's Law (i.e., "Anything that can go wrong will go wrong") applies, it is the conduct of an experiment. It is to that unfortunate fact that the following principle is addressed:

Principle 31: Always monitor the implementation of the experimental design with extreme care, to ensure its uniform implementation throughout the course of the study.

Sometimes it seems that the best-laid plans of researchers are more likely to go astray than are those of just about anyone else (with the possible exception of politicians). The most elegant of designs is worthless if it is not properly implemented. If we assume that a study's design is feasible to begin with, the most common reason for implementation failure comes from inadequate supervision on the part of the researcher.
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In general, the more people involved in a study and the longer it runs, the more things there are that can go wrong.

What a researcher has to do, therefore, is be very compulsive about the details of his or her design and supervise its implementation very, very carefully. This is always easier if you are implementing the procedures yourself, but you will still have to monitor the research environment with extreme care, to ensure that you do not unconsciously allow your experimental protocol to change over time. (At an extreme level, it is not that uncommon for researchers attempting to evaluate the effectiveness of, say, a clinical treatment program to find that the intervention itself evolves and changes over the course of the study.)

The best way to ensure that these types of problems do not occur is to:

1. Write out a detailed, step-by-step description of the study design and the specific procedural steps to be taken. Begin with the inclusion/exclusion criteria for the subjects and proceed to the exact manner in which subjects will be assigned to groups, how they will be measured, and so on, through the entire process. This information will usually be available in the original proposal that is sent to the Institutional Review Board, but what I am suggesting here is an especially detailed, step-by-step listing of every component of the design, from identifying eligible subjects to administering the final posttest. (This list should also prove helpful in the search for experimental confounds, as suggested in Principle 18.)

2. Use this description to generate a study log in which all minute deviations from the planned protocol can be listed. This log should be conscientiously maintained throughout the course of the study. Its primary purpose, of course, is to prevent any such deviations from occurring in the first place or, at the very least, to prevent their recurrence.

3. Standardize every aspect of the design to the maximum degree possible. Write out scripts for the administration of both the intervention and the outcome and see that the exact wording of these scripts is adhered to over the course of the study.

4. If there is any subjectivity at all in the data collection process (e.g., if observations are employed as the outcome variable), train the individuals charged with this task rigorously prior to beginning the study, until an acceptable level of interrater reliability is obtained, and conduct unannounced spot checks thereof throughout the course of the
study. (Previous research has indicated that interrater reliability is considerably higher when the observers know that they are going to be evaluated than when they do not.) If only one person is to be used to collect the data, employ another one during the pilot phase anyway to ensure that your data can be collected with a reasonable degree of interrater reliability.

5. Keep detailed, compulsive records on everything. Record all pertinent information on all subjects included in the study, for example, as well as those who refuse to participate or who drop out (including the reasons, if known). Record the dates of all experimental procedures. In short, record everything that occurs during the course of the study.

6. Regardless of your basic personality, be very aggressive during the conduct of your study to ensure that no preventable extraneous events interfere with your study protocol. You must always remember that your job is to run the cleanest possible study. This may be your best (and perhaps only) chance to make a contribution to the human condition. Don’t blow it. I once ran a study in an elementary school in which the experimental protocol lasted only one hour. During the course of the study, the principal decided that it was time for his monthly fire drill and was absolutely adamant that he had to conduct it at this particular point in time, due to district regulations. Although generally a rather mild-mannered person, I was even more adamant and think I might have risked assault and battery charges if my colleague hadn’t very kindly bowed to my concentrated whines and pleas.

Although conscientiously following these steps will go a long way toward ensuring the integrity of the final results, I think the following addendum to Principle 31 is necessary to maximize these benefits:

Principle 32: Delegate as little of the design implementation and monitoring aspects of the study as possible.

There are so many exceptions to this principle that I hesitate to give it the status of a hard-and-fast rule. I have, however, seen many very well conceived studies come to grief because their principal investigators seemed to feel that the more mundane aspects of running the study were somehow beneath their dignity to either perform or supervise. As stated earlier, I would personally never allow anyone (except perhaps a fellow research methodologist) to randomly assign my subjects for me. I would also never rely on clinical personnel (e.g., teachers, nurses, social workers) to collect my data for me. (Such professionals have other priorities and are simply not sufficiently trained to produce data of satisfactory quality to permit a precise test of a research hypothesis.) I would also not allow anyone to implement my experimental intervention whom I was not directly supervising or who did not have a direct stake in the study (e.g., a collaborator with whom I had had personal experience).

I realize that it is often necessary to devise some sort of sensible division of labor when it comes to running a particularly time-consuming research study. I would still counsel all serious researchers to be personally involved in the implementation process of their studies, to the maximum extent possible. When you cannot do something personally, I would suggest that you devise an extensive system of checks and balances in order to detect problems and inconsistencies as quickly as possible. The bottom line here is simply that:

Running a research study requires both a great deal of skill and a great deal of commitment. Sometimes the only way to ensure that both of these attributes are present is to be there yourself.

Evaluating the Implementation of the Design

As soon as the final study data have been collected, I would counsel the researcher to sit down and carefully evaluate how well the protocol was implemented and the extent to which some of the things that could go wrong did. The presence of the detailed research log recommended above should help considerably in this process. In some cases, however, it is still a good idea to take the following additional precaution:

Principle 33: When feasible, actually survey your research subjects to obtain their perceptions of how the experimental protocol was implemented.
This survey can take any form you wish but should certainly concentrate on all suspected problems and weaknesses inherent in the design genre employed. I have already mentioned my use of this technique to document a suspicion that a control condition was too obtrusive, but there are many other applications as well. It can be especially helpful, for example, in documenting the extent to which the experimental protocol was actually implemented or the degree to which between-group experimental contamination occurred.

Equipped with these results, plus those accruing from your procedural log, I would next suggest that you compile a list of any errors or shortcomings made during the course of your study, with an eye toward evaluating their potential for producing both false positive and false negative results. One way to do this is to write a detailed description of your overall experimental procedures, honestly noting any errors. (Preferably, you should model this upon the type of journal article that you plan to submit.) Next, you should attempt an honest appraisal of both the probable and possible effects of these errors by providing a “yes” or “no” response to Principle 34:

\[\text{Principle 34: After running your study and noting any procedural errors made, always ask yourself the following question: Would the same results have accrued if these errors had not been made?}\]

It is probably a rare experiment in which no errors of any kind are made. The purpose of evaluating the implementation of the experimental protocol, therefore, is to determine the probable impact of any relatively minor errors that did occur. The fact that you have not yet analyzed your data should facilitate your supplying an honest answer to this sine qua non of all evaluative questions.

If the answer to the question embedded in Principle 34 is an unequivocal “no” (and this will be rare), I would suggest that you go back to the drawing board and redo the study. (Any true scientist would prefer his or her efforts to go unpublished than to have erroneous results printed under his or her name.) Assuming that your study has been more or less run as it was designed, however, it is now time for the most exciting part of the research process: analyzing your data and finding out what your intervention has wrought.

Suggested Reading

There is very little written that I know of (other than this book) that will be much help to you in actually running your study. The best additional reading that I can give you at this point, then, is to read Chapter 8 again. The best additional advice I can give you is to be very careful.
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Now comes the fun part. You have run your study and collected your data, so it is time to see if your intervention had its hypothesized effect. In other words, it is time to analyze your data.

This is definitely one part of the process that I would not delegate to anyone else. With the universal accessibility of easy-to-use statistical packages, you need absolutely no mathematical aptitude to be able to perform even the most complicated statistical analysis. Since the success or failure of your entire enterprise now rests upon your data being correctly analyzed, it seems ridiculous to me to turn this task over to a "statistician" and blindly hope that he or she performs it appropriately. Instead, I tender the following piece of advice:

▼

**Principle 35:** Take the time to learn to use one of the major statistical packages (i.e., SPSSx, BMDP, or SAS) so that you can personally analyze your own data.

▼

The only reason I suggest using one of these packages is their availability. Of the three, SPSSx is probably the most commonly used in the social and behavioral sciences, although it has been my informal obser-

vation that SAS may be gaining on it. Ironically, BMDP and SAS produce more easily interpretable output for many of the types of analyses most commonly performed for experimental studies, but it doesn't really matter what you use as long as your program (a) includes factorial ANOVA/ ANCOVA with a nesting option, (b) includes post hoc tests, and (c) permits data combination/transformation procedures.

How you learn to use the computer is, of course, your own business, although I personally recommend finding someone who is very conversant with the package of your choice and engaging him or her as a tutor. (Many academic computing centers routinely offer courses in the use of one or more of these packages as well, although I have never found these to be as helpful as a one-on-one tutorial.) Whether you use the mainframe or a PC is also up to you and the quality of the options your institution affords. In my experience, more and more researchers are opting for the flexibility of performing their analyses on their own PCs since the quality of their statistical software has improved dramatically over the past few years.

Regardless of the type of statistical package or the type of computer you finally decide upon, the most crucial part of the analytic process is undoubtedly data entry. There are two components to this phase: constructing a sensible coding scheme and entering the data accurately. Of the two, the second is more important as long as you understand that each variable must occupy a unique "column" in the data matrix and that all of the data you collect should be entered. (If you have a multiple-item measure that is used to generate one or more summated scores, for example, you should enter each subject's scores on each item and allow the computer to generate the actual scores to be used in the final analysis. Similarly, if you collect information on one or more variables for which you do not think you will have any use, enter it anyway. You may come back to your data in a year or so and be very happy that you have this particular piece of information available.)

Depending upon the size of the job, I don't always enter data into the computer myself, since people who do this for a living are faster and more accurate. I always check its accuracy myself, however, because of my firm belief in the most commonly accepted truism in data analysis: "Garbage In—Garbage Out." Although this may be one of the few research errors that I haven't personally been guilty of, I have seen so many different variations on this that I think it deserves the status of a principle:
Principle 36: Always check the accuracy with which your data have been coded and entered into the computer.

At the very least this entails:

1. Checking and rechecking your coding scheme. Some data can be most accurately entered directly from your records or the subjects' actual questionnaires. Sometimes it is best to code the data on 80-column forms especially made for this purpose; but regardless of the technique employed, you should always have the data proofread. (In other words, the original data, item-by-item and column-by-column, should be checked against what winds up in the computer.) When possible, the data entry process should also include verification, which basically entails entering it twice and manually checking any resulting discrepancies.

2. Performing a descriptive item-by-item run on the entered data, which includes a frequency distribution and summary statistics. This will allow you to ensure that your distributions look reasonable and that there are no data entered that are obviously outside the realm of possibility. (If Item #42, for example, is scored on a 5-point Likert scale and you find a "6," then something is obviously very wrong.)

Once you are confident regarding the accuracy of your data, you are ready to proceed with its statistical analysis. The first step in this process involves choosing an appropriate statistical procedure to test your primary hypothesis(es). This sometimes proves troublesome to beginning researchers but is really a relatively straightforward process in experimental studies: Unless you have chosen a highly skewed dichotomous variable as your experimental outcome, you will almost surely wind up using some form of analysis of variance (ANOVA) or analysis of covariance (ANCOVA).

The actual form this analysis takes will be dependent upon how you choose to implement Principle 27, but you should always choose your statistical procedure based upon the following principle:

Principle 37: Always include all of the sources of systematic variation (i.e., within-subjects/blocking variables and covariates) in your analytic scheme that you designed into your study.

The whole purpose of selecting such variables in the first place is to increase the statistical power available to you. The only way to cash in on this investment is to include these strategies in the statistical analysis itself.

Some beginning researchers have trouble identifying all of their sources of systematic variation, but I think answering the following series of questions will greatly facilitate this task, assuming that your data are not categorical in nature or do not possess an extremely skewed distribution. (Descriptors such as nominal, ordinal, interval, and ratio no longer have much meaning, but your outcome variable should be either continuous [i.e., a high number means that a subject has more/less of the attribute being measured than does a subject to whom a lower number is assigned] or dichotomous in nature [e.g., died/survived, passed/failed]. There are two schools of thought on this matter, but as with the advocates of the particle theory of light, the more conservative one is gradually dying out.)

To facilitate the selection of an appropriate analysis of variance/covariance scheme, then, I offer the following set of questions:

1. Have you employed one or more variables strictly for control purposes? In other words, did you collect information on a preexisting variable specifically to use as a covariate? If you did, then you will be asking the computer to perform an analysis of covariance rather than an analysis of variance. You will also be reporting adjusted means rather than raw ones.

2. Did you match subjects or employ a crossover design, in which all subjects received both intervention and control conditions? If you did, you will instruct the computer that the intervention versus control contrast is a within-subjects or repeated-measures factor. You will also need to enter your data in such a way that the matched/identical subjects' data are contiguous.
3. Did you employ another independent variable besides the primary intervention versus control comparison or anything specifically designated as a covariate? In other words, do you have information on anything else that might mediate the effect of the intervention? Obviously, if you employed a between-subjects blocking variable (e.g., randomly assigned males and females separately to the intervention versus control groups), you will include gender as another “factor” in the analysis. Other potential independent variables may not be so obvious, such as when a study is performed at two different clinical sites (in which case those sites should be designated as a separate, two-group independent variable). Thus, if a researcher had conducted his or her two-group study in two different clinics, and employed baseline values of the outcome as a controlling variable, then the computer would be instructed to perform a 2 (intervention versus control) x 2 (Clinic #1 versus Clinic #2) analysis of covariance. If he or she had hypothesized that the intervention would be more or less effective for one gender than the other, then the analysis would be a 2 (intervention versus control) x 2 (Clinic #1 versus Clinic #2) x 2 (male versus female) analysis of covariance.

4. Was the outcome measure administered more than once? If it was administered twice, once as a pretest prior to the intervention and once as a posttest thereafter, I would counsel that the pretest be used as a covariate. If the outcome measure was administered more than once after the study began, however, you should probably employ another factor called “time” or “test administrations” and instruct the computer that this factor is a repeated measure. Thus if the 2 (intervention versus control) x 2 (Clinic #1 versus Clinic #2) x 2 (male versus female) design just mentioned had also employed a second administration of the outcome measure 6 months after the study was completed, to see whether the hypothesized effect for the intervention was transitory, then our researcher would instruct the computer to employ yet another two-group factor (immediate versus 6-month retention) and to represent it as a repeated measure. (Don’t worry if this seems to be getting unduly complicated; the computer will do all the work for you.)

5. Was a nesting variable built into the design? If it was, don’t forget to build this source of variation into the analysis as well.

6. Was more than one outcome measure employed? If so, you have one of two choices: You may employ a multivariate analysis of variance/covariance (using the same model formed via answering questions 1 through 5, but simply telling the computer what your multiple dependent variables are) or you can perform an identical ANOVA/ANCOVA for each outcome measure employed. (Thus if all of the above alternatives applied, you would conduct a 2 x 2 x 2 x 2 repeated measures, nested multivariate analysis of covariance.) If you choose to conduct multiple univariate analyses, I would suggest that you consider adjusting your alpha level by dividing it by the number of contrasts involved. Thus, if you have four independent outcome variables, a conservative approach would be to use .0125 (.05/4) as your alpha level. Although most researchers do not do this, you should at least be aware that if you conduct enough statistical analyses, even using random numbers, you will get some results that are statistically significant by chance alone. (Actually, the use of a multivariate analysis of variance/covariance is a less conservative way of protecting your alpha level, although I prefer to use it only with outcome variables that are conceptually or empirically related to one another.)

Although this may seem a little involved, it is really quite straightforward since the answers to these six questions will point the way to the appropriate statistical analysis 99% of the time. Certainly there are always alternative ways to analyze any set of data or test any hypothesis, but this approach will result in the most commonly used procedures. (Anything that can be analyzed by an ANOVA/ANCOVA procedure, for example, can also be analyzed via multiple regression.)

Unfortunately, simply having the computer run an appropriate analysis of variance/covariance does not complete your data analytic tasks. I would suggest, therefore, that you keep the following strictures in mind:

1. You should not use your statistical analysis to decide when to end your study. Some researchers collect data only until they reach statistical significance. There is nothing at all wrong with this if they adjust their alpha levels based upon the number of “looks” at the data they plan to take. Thus, if your data are expensive or time-consuming to collect, you may want to plan to statistically analyze your results after you have run, say, half of the subjects your power analysis (Principle 28) indicates that you will probably need. This is fine as long as you protect
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rarely occurs in true experiments but should be checked. Also, if a factorial ANCOVA is being employed, condition a, above, also holds.

c. For repeated measures and randomized block designs employing more than two groups for the within-subjects factor, when an assumption called sphericity is not met (which would indicate that the repeated measures correlated differently with one another across groups and their variances were different). This is routinely tested by most of the major statistical packages.

Although some people would disagree, I would argue that if these assumptions are met, then you should feel free to go ahead and interpret any statistically significant differences accruing from your analysis on face value.

4. In relation to 2, don't go on fishing expeditions to try to achieve statistical significance when your original analysis does not produce same. I strongly advocate the secondary analysis of data as well as the use of exploratory techniques. Searching for potential interacting or mediating variables for the express purpose of having something statistically significant to report, however, is never appropriate. If you have collected enough information on your subjects you can almost always find some subgroup that will behave differently from your sample as a whole. All too often researchers "pretend" that such a secondary finding was one of the main foci of their study to begin with. It has been my experience, however, that a posteriori aptitude-by-treatment interactions (as these findings are often called) seldom replicate, and few things are more injurious to a scientist's reputation than producing results that cannot be duplicated.

5. After you have tested your primary hypothesis(es), then you should conduct secondary and exploratory analyses on your data to see what else may be operating therein. Be on the lookout for relationships or effects that can serve as the basis for your next study. Make sure that your results are not unduly influenced by one or two outliers, and that they meet the prerequisite assumptions surrounding the statistical procedure you employed. See if certain types of individuals do seem to respond better (or worse) to your intervention than others. In other words, enjoy yourself. Just remember that anything you find here will have to be replicated before you can place a great deal of credence in it. Also,

your alpha level (which can be done by dividing it by the number of "looks" you plan to take).

2. Remember that your hypothesis(es) is stated in terms of a single contrast, so make sure that the final statistic you use to test it (them) reflects this single contrast. A sage senior statistician once criticized a very elegant and complicated analytic scheme that I had developed by stating that he had never been able to interpret any statistic that had "more than one degree of freedom." At the time I marveled at his parochialism, but I later understood that what he had said is really a cornerstone to applied statistical analysis itself. Thus, on the most simplistic level, he meant that if you have a three-group design (e.g., two intervention groups and a single control), the overall statistic (F ratio) that the computer will provide as a result of your one-way ANOVA or ANCOVA is pretty useless as far as interpreting your results. You must follow it up with some kind of post hoc procedure to see which groups differed from which other groups. The same is true of interactions and all other "higher level" effects. In the final analysis, it will be your group-by-group comparisons that you will use to decide whether your hypothesis has been supported. (This is one reason that I have advocated two-group designs: They produce overall and interactive contrasts that possess only one degree of freedom.)

3. Make sure that your data meet the assumptions required of your chosen statistical procedures. All statistical procedures require that some assumptions be met regarding variable distributions and/or relationships with one another. The additional readings suggested for this chapter treat all of these in considerable detail, but generally speaking you may need to adjust your alpha level (most texts dealing with ANOVA/ANCOVA will explain how to do this) a bit under the following conditions:

a. For a factorial ANOVA not employing a repeated measure or a within-subject factor, if unequal numbers of subjects are contained in the various groups and their variances are significantly different from one another. (If only one of these conditions prevails, most researchers don’t worry about it.) If the numbers of subjects are quite different among the groups, however, then you should probably interpret any interactions among your variables with caution.

b. For an ANCOVA, if the covariate's correlation with the outcome variable is significantly different for your different groups. This
remember to report any such findings as secondary analyses and not pretend that it was a primary focus of the study to begin with. If you find anomalies in your data distributions, analyze them using more conservative statistical procedures, to ensure that your results are not artifactual. In other words, be careful, thorough, and creative.

Publishing the Results

If there is some question whether a tree falling unheard in a forest makes any sound, then it is definitely questionable whether unpublished research is science. Results that no one knows about certainly won't add to our cumulative knowledge or have the potential of helping anyone. Whether your intervention works or not, then, I offer the following commandment:

▼

**Principle 38:** Once you have analyzed your data, publish your results quickly.

▼

In the process of conducting your study, you have expended scarce societal and scientific resources. This is true regardless of whether your research was formally funded; there is no such a thing as a free research study. (If nothing else, your subjects devoted time and effort to the enterprise, and that should not be squandered.)

Even if you did not achieve statistical significance, you should still attempt to publish your results so someone will be able to improve upon your procedures or at the very least not waste their time conducting the same study. Also, with the advent of meta-analysis it becomes increasingly important for all researchers to publish their results, so that these summative analyses (which can be extremely influential) are as accurate and exhaustive as possible. Finally, from a career perspective, you will never be considered a successful scientist if you do not publish. (Even if you wind up not being a scientist, published research on your résumé will prove helpful to you at some point or other in your career.)

I was personally guilty of violating Principle 38 early in my career and I now regret this. At one point I had so many opportunities to conduct research (and was so driven to do so) that I would often simply throw away the results of an experiment that did not reach statistical significance and conduct another one. I still find conducting research to be more fun than writing up the results, but the advent of word processors has made this latter task much less onerous. Furthermore, if you follow the sequence of principles presented in this book, your research report will be practically written by the time your study is completed.

Your literature review, for example, will be completed, and the abstracts you have written for each study will make this section relatively easy to complete. Your methods section will probably already be written, since you have undoubtedly had to submit a proposal to your Institutional Review Board. If not, then your research diary should make this section extremely easy to write. The results section is the most straightforward and least time-consuming of all to write, especially for experimental research. This only leaves the discussion section, which is really nothing more than a measured attempt to explain why you obtained the results that you did and your assessment of where they fit into the scientific literature. I would estimate, therefore, that you should be able to write a good first draft of a scientific journal article in 2 uninterrupted 8-hour days—if you do so immediately after you have completed your study. The longer you delay, the more imposing the task is likely to appear and the less likely you are to complete it. (This is one of the primary reasons why so few individuals ever get around to publishing the results of their doctoral dissertation research.) Since unpublished research really is little better than no research at all, it is therefore imperative that you do not postpone this final, crucial step.

Although I will not delve deeply into the "how" of writing an exemplary research report, or of getting the resulting manuscript accepted, I will offer a few hints in this regard. First, however, I would like to frame all of this advice in the form of a recycled principle, whose basic message I hope has become familiar by now:

▼

**Principle 39:** When publishing the results of your research, be absolutely, uncompromisingly, unfashionably honest.

▼

This means that if something went wrong in the conduct of your study, admit it up front, when you present your procedures, and in closing, when you discuss your results. Few experiments are run with no procedural
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1. Choose the outlets that appear to publish the highest quality research in your area and specifically tailor your manuscript for it. In the course of your literature review, you will have learned the primary journals that publish the type of study that you have just completed. Get a copy of their submission specifications, read some recent articles to get a feel for the style of writing preferred, and prepare your manuscript accordingly. You should be somewhat realistic in your choice of journals and you may want to avoid those with extremely high rejection rates (hence, I wouldn't suggest that you automatically submit your first manuscript to Science or The New England Journal of Medicine). It doesn't hurt to aim high, however, and it also doesn't hurt that the results of competent-

ly run experiments are usually easier to publish than those of any other type of research.

2. Prepare the manuscript as professionally as possible. Use a high-quality laser printer and a good word-processing or desktop publishing program. Use a high-quality copier. The appearance of your manuscript, while not the primary factor, will have an impact upon its acceptance or rejection.

3. Always have at least one knowledgeable colleague proof your final manuscript. Request that your reviewers supply substantive and stylistic suggestions. Have them be on the lookout for areas that do not flow logically or in which you have supplied insufficient information. If you have access to a copy editor, by all means use one, even if you need to pay him or her.

4. Include all the information your audience needs to evaluate and replicate your study. Always report means and standard deviations, for example, and do not skimp on any relevant methodological details.

5. Do not exaggerate the importance of your study or its implications. It is natural for you to be enthusiastic about your own research, but excessive hype will turn your reviewers off. In science exaggeration is a form of dishonesty.

6. Submit your manuscript for publication and begin your next study immediately. You will find the process considerably easier the second time around, and the final product will probably be better science.

7. If revisions are requested once your manuscript is reviewed, make them promptly and resubmit the paper quickly. Few manuscripts are accepted without some changes requested, and it is a good idea to accede to your reviewers' requests, unless you think that the resulting changes will misrepresent your results (which is rare). It doesn't matter if you disagree with the reviewers and the editor at this point; the best strategy is to make the changes and indicate their location in your resubmission letter to the editor. It also doesn't hurt to thank the editor and his or her reviewers for their insightful comments, even if you secretly suspect that they are morons.
8. If your manuscript is rejected, immediately revise it (if you feel that some of the reviewers' objections were warranted) and submit it to the journal of your second choice. There is no shame in having a manuscript rejected. A very large proportion of such decisions is dependent upon who was chosen to review a particular manuscript (and perhaps even the mood they were in when they did so). It is crucial, therefore, that you be thick-skinned and resubmit your study as quickly as possible. If you are persistent you will eventually get your study accepted, and the resulting manuscript may even be superior, based upon the feedback you got along the way.

Regardless of the ultimate disposition of your manuscript, however, the important thing is to continue to do research. If it is warranted, do a follow-up study to extend what you have just discovered. If your just completed study seems to have led to a dead end, use this knowledge to begin formulating your next hypothesis. In other words:

\[\text{Principle 40: Have your next study underway as soon as (and preferably before) you submit the results of your first one for publication.}\]

If science really is a river of effort without end, you have at least gotten your feet wet, and perhaps the river is flowing just a little faster because of it. Even more important, perhaps the world will someday be a slightly better place because of your contribution and, to paraphrase Dr. Salk, perhaps "The ultimate reward for good work is the opportunity for our children to do more."

**Suggested Readings**

Given this book's emphasis upon experimental research, the most applicable statistical texts are those dealing with analysis of variance/covariance. To avoid dating myself, I will not recommend my dog-eared copy of Winer's *Statistical Principles in Experimental Design*. Instead,

three of a great many useful current texts (in order of accessibility for the nonmathematically inclined) are:


**Computer Manuals**

Choices of manuals for statistical programs are obviously dependent upon the statistical package you decide to use (or which are available for your use). The only piece of advice that I can provide here, therefore, is to actually purchase one, since you will ultimately need to own it.

**Writing Aids**

There are many, many books dedicated to helping their readers write better. Some are devoted to writing empirical papers, such as:


Some are general (but still helpful):


Some are both and contain important information about specific scientific styles: